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Preface
This book provides a detailed overview of location-based optical wireless position-
ing and navigation services. The basic pedagogic methodology is to include fully
detailed derivations from the basic principles. The text is intended to provide enough
principles to guide the novice student, while having plenty of detailed materials to
satisfy graduate students inclined to pursue research in the area. The book is intended
to stress the principles of optical wireless positioning and navigation that are useful
for a wide array of applications that these techniques are devised for. It is intended to
serve as a possible textbook and reference for graduate students and a reference for
practicing engineers.

ORGANIZATION OF THE BOOK
In Chapter 1, we offer an introduction to global positioning system (GPS) and its
applications inside buildings. Due to difficulty of GPS signal penetration of building
materials, radio frequency (RF) and optical wireless alternatives are considered.

This covers a broad array of issues like potential of solving complicated commu-
nications problems considering a shortage of radio frequency spectrum suitable for
mobile applications, and suggestion of moving some of the less mobile applications
to the optical frequencies range of infrared and visible light, RF interference, and
necessity of transmission at high data rates, etc. by optical wireless systems. Optical
wireless links can establish communications channels even millions of miles apart,
as evidenced by the usage of optical links in space exploratory missions. For shorter
terrestrial distances, optical wireless links in outdoor free space are a good choice
for establishing pointed links a few miles apart.

In general, the optical wireless communications area of research did not receive
much attention for several years, except in some military applications for the security
that it offers. Yet the largest number of wireless devices ever sold, namely TV remote
controls, use wireless infrared light in order to function. The advantages of using
optical radiation over RF include:

• Virtually unlimited bandwidth with over 540 THz for wavelengths in the range of
200 nm–1550 nm. This band is unregulated and available for immediate utilization.
• Use of baseband digital technology.
• A small receiver (photo-detector) area provides spatial diversity that eliminates

multipath fading in intensity modulation with direct detection links. Multipath
fading degrades the performance of an unprotected RF link.
• Light is absorbed by dark surfaces, diffusely reflected by light-colored objects and

directionally reflected from shiny surfaces. It does not penetrate opaque objects.
This provides spatial confinement that prevents interference between adjacent
cells operating in environments separated by opaque dividers.

xi



xii Preface

• Spatial confinement of optical signals allows for secure data exchange without
the fear of an external intruder listening in. This provides physical-layer security
which is the safest type.
• No electromagnetic interference with other devices, making it very suitable for

environments employing interference sensitive devices, such as hospitals, airports
and factories, power plants, military and national security buildings.

Visible light (VL) applications are emerging technology areas that utilize the high-
speed switching properties of VL light emitting diodes (LEDs) for wireless data
applications with data rates higher than conventional local wireless networks and
have additional benefits of:

• Sustainable solution for the current spectrum crunch.
• Energy efficiency in luminous efficacy – LEDs are far more efficient than incan-

descent and far more flexible than compact fluorescent lights (CFLs).

As LEDs increasingly displace incandescent lighting over the next few years,
general applications of VL technology are expected to include wireless Internet
access, vehicle-to-vehicle communications, broadcast from LED signage, machine-
to-machine communications, positioning systems, and navigation. Furthermore,
since smart LEDs have Internet protocol (IP) addresses, each will add a node to
the Internet. Hence, “the most compelling story of how Internet of Light will trans-
form our world is the one still being written: the future of lighting/communications/
sensing/navigation and the birth of a new enterprise lighting network.”1

As the next step to delve further into optical wireless positioning systems, we
discuss some fundamentals of this technology in Chapter 2. We point out the differ-
ences between radio frequency-based and optical wireless communication systems
and provide some details on optical transmitters and receivers.

In Chapter 3, we focus on positioning algorithms and systems. Considering the
complex indoor environment, it is very difficult to model the signal propagation when
severe multipath reflections exist and line-of-sight (LoS) condition is not satisfied.
Indoor positioning algorithms that have been so far proposed can be classified into
three groups: triangulation, scene analysis and proximity method. In this chapter,
these algorithms along with their application on the short-range indoor localization
will be discussed in detail. Positioning systems based on different techniques will be
later introduced. Finally, an indoor positioning system based on visible light com-
munication (VLC) as well as some recent research results is presented.

Our goal in Chapter 4 is to investigate the 2-D and 3-D positioning systems based
on VLC. Two different channel access methods along with 2-D and 3-D positioning
algorithms will be discussed. Finally, we evaluate the accuracy of the positioning
systems in 2-D and 3-D scenarios.

Chapter 5 consists of the concept of filtering techniques that are used to further
improve the positioning accuracy performance. In the positioning system, outliers

1M. Kavehrad, S. Chowdhury and Z. Zhou, “Short-Range Optical Wireless Theory and Applications,”
John Wiley & Sons Inc., December 2015.
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may appear considering the basic framed slotted ALOHA (BFSA) failure case
mentioned in Chapter 4. These large deviations heavily affect the positioning per-
formance for several sequential estimates. Filtering techniques can mitigate these
effects. In this chapter, we review three filtering techniques utilized in VLC position-
ing systems, namely Kalman filter, Particle filter, and Gaussian mixture sigma-point
particle filter (GM-SPPF).

In Chapter 5, the horizontal positioning performance is improved by employing
filtering techniques. However, the vertical positioning performance is not noticeably
improved. In Chapter 6, we introduce algorithms based on nonlinear estimation and
multiple receivers to improve the positioning performance particularly in the vertical
direction.

In the previous chapters, the investigations are based on an LoS link, which is
not very practical, taken the complex indoor environment into account. Multipath
propagation phenomenon exists in the indoor wireless communications, i.e., the sig-
nals reach the receiver through more than one path. Multipath reflections degrade
the communication quality as well as positioning accuracy. In Chapter 7, we will
investigate the impact of multipath reflections on the positioning accuracy.

Orthogonal frequency-division multiplexing (OFDM) has been applied to indoor
wireless optical communications in order to mitigate the effect of multipath distor-
tion of the optical channel as well as increasing data rate. In Chapter 8, an OFDM
VLC system is introduced which can be utilized for both communications and indoor
positioning. We will demonstrate that the OFDM positioning system outperforms by
74% its conventional single carrier modulation scheme counterpart.

In Chapter 9, we discuss sensor fusion that addresses combining of sensory data
or data derived from disparate sources such that the resulting information has less un-
certainty than would be possible when these sources are used, individually. The term
“uncertainty reduction” in this case can mean more accurate or more complete. We
then describe an inertial navigation system (INS) as a navigation assistant that uses
an inertial measurement unit (IMU), typically composed of accelerometers and gy-
roscopes, to continuously calculate the position, orientation, velocity and trajectory
of a moving object. The INS available in smart phones and wearable devices fre-
quently suffer from large positional errors in trajectories of motions and long-range
displacements due to less-accurate IMU outputs—especially gyroscopes. Innovative
techniques could improve the performance of INS with the advancement of IMU
units by new physical methods, unique materials, and innovative fabrication tech-
niques and/or with (i) the addition of different sensors, (ii) the sensor data fusion
of external sensing and/or detection technologies, or (iii) smart computational algo-
rithms for specific applications.

ACKNOWLEDGMENTS
I am grateful to all my doctoral students, in particular my co-author, Dr. Reza
Aminikashani, who has contributed to this book through his thesis research.

Mohsen Kavehrad, CRKC LLC, Allentown, PA



http://taylorandfrancis.com


1 Introduction
and Overview

Location based services (LBSs) make use of the position information from mobile
devices to provide related services [1]. The global positioning system (GPS) has been
evolving since the 1970s, where the precise location information is made available
through satellite infrastructures. Since then, LBS has been proposed and is being
developed at a fast pace. From the late 1990s, techniques to realize LBS began to
increase in popularity when mobile network services entered into a prosperous era.

With the location data of a user, many related services can be provided to make
a user’s life more convenient. For example, a user can easily get information about
social events happening in a city where the user resides. For example, the nearest
businesses or services, such as banks, restaurants, grocery stores and shopping malls
can be located; turn-by-turn navigation is offered, and people are able to avoid traf-
fic jams by personalizing their own routes considering cost, time consumption and
distance. With the information on nearby friends, social networks are easily formed.
Location based mobile advertisements can be promoted that benefit both businesses
and customers. LBS can even assist health care for disabled people. Numerous mo-
bile apps have been developed for LBS, such as yelp [2], Groupon [3], Foursquare [4]
and Family Locator [5].

The number of large-scale buildings such as shopping malls, airports, museums
and exhibition halls has been rapidly increasing due to the growth in urban popu-
lations. It is difficult for people to find their own locations, directions and friends
in such areas. We all have had a hard time locating a new cafe inside in a bustling
shopping center where we were supposed to meet our friends, or we have wandered
the hallways of some office building trying desperately to find the meeting room we
are expected at. Therefore, indoor localization systems can be lifesavers in count-
less circumstances. Furthermore, online location based advertisements, coupons and
discount information make shopping easier. Fig. 1.1 shows an example of LBS in a
shopping mall. In order to realize LBS, an economical and robust indoor positioning
system is a key element that provides location information of users.

Indoor localization also finds its significant application in manufacturing to fa-
cilitate using robots. As artificial intelligence (AI) has been an emerging technique
in recent years, using robots to replace human beings is an interest shared by some
industries. In this way, production is increased, information of producing process is
secured and some operations that are harmful for human involvement can be accom-
plished safely. In order to obtain the location of a robot, a precise localization system
is indispensable [6, 7].

Although for outdoor environments, GPS can provide location information [8], it
cannot be appropriately employed for indoor environments for the following reasons:

1
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(a) (b)

Figure 1.1: Examples of LBS: (a) Indoor navigation on the mobile phone. (b) Indoor
map for user guidance.

Figure 1.2: Attenuation of satellite signal.
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First, as shown in Fig. 1.2, satellite signals are attenuated heavily when penetrating
through solid walls, so a GPS signal is not detectable in many indoor locations. Sec-
ond, GPS estimates the user coordinates from the travelling time information of the
signal. For indoor environments, signals suffer severely from multipath reflections
where the accuracy of time information is largely affected and the positioning per-
formance is heavily degraded. Third, even for outdoor environments, the positioning
accuracy of GPS is 7.8m of 95% confidence interval error and 4m of root mean
square (RMS) error, which is not accurate enough for the application of indoor sce-
narios.

With the increasing demand of indoor location systems, several techniques have
been taken into consideration, such as wireless local area network (WLAN), radio
frequency identification (RFID), Zigbee, Bluetooth, assisted-GPS and visible light
communication (VLC) [9,10]. We will focus on VLC-based indoor localization, and
introduce positioning algorithm and system configuration. Moreover, filtering tech-
niques and a nonlinear estimation algorithm as well as orthogonal frequency-division
multiplexing (OFDM) will be presented in order to improve the positioning accuracy
and design robustness.

REFERENCES
1. Jochen Schiller and Agnès Voisard. Location-based services. Elsevier, 2004.
2. Yelp. https://www.yelp.com/.
3. Groupon. https://www.groupon.com/.
4. Foursquare. https://www.foursquare.com.
5. Life 360. https://www.life360.com/family-locator/.
6. Yu Zhou, Wenfei Liu, and Peisen Huang. Laser-activated RFID-based indoor localiza-

tion system for mobile robots. In Proceedings 2007 IEEE International Conference on
Robotics and Automation, pages 4600–4605. IEEE, 2007.

7. Bastian Bischoff, Duy Nguyen-Tuong, Felix Streichert, Marlon Ewert, and Alois Knoll.
Fusing vision and odometry for accurate indoor robot localization. In 2012 12th Interna-
tional Conference on Control Automation Robotics & Vision (ICARCV), pages 347–352.
IEEE, 2012.

8. Jay Farrell and Matthew Barth. The global positioning system and inertial navigation,
volume 61. McGraw-Hill New York, 1999.

9. Hui Liu, Houshang Darabi, Pat Banerjee, and Jing Liu. Survey of wireless indoor posi-
tioning techniques and systems. IEEE Transactions on Systems, Man, and Cybernetics,
Part C (Applications and Reviews), 37(6):1067–1080, 2007.

10. Wenjun Gu, Weizhi Zhang, Mohsen Kavehrad, and Lihui Feng. Three-dimensional light
positioning algorithm with filtering techniques for indoor environments. Optical Engi-
neering, 53(10):107107, 2014.
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2 Fundamentals of Visible
Light Communication

Visible light communication (VLC) is an important application of optical wireless
communications techniques and refers to unguided optical transmission via the use
of light emitting diodes (LEDs). It has been gaining increasing attention in recent
years as it is appealing for a wide range of applications such as indoor positioning.
Indoor VLC is characterized by short transmission range and free from major out-
door environmental degradations such as rain, snow, building sway, and atmospheric
turbulence [1].

As shown in Fig. 2.1, visible light falls in the range of the electromagnetic spec-
trum between infrared (IR) and ultraviolet (UV). The frequency band of VLC lies be-
tween 400 and 800 THz corresponding to wavelengths from about 390 nm to 700 nm.

2.1 SYSTEM MODEL

In this section, fundamental parts of VLC systems including the transmitter, the re-
ceiver and channel characteristics will be briefly discussed.

2.1.1 TRANSMITTER

As mentioned earlier, VLC systems mostly use semiconductor LEDs as transmitters
due to their advantages and rapid developments in LED fabrication. Currently, light-
ing LEDs offer a transmission bandwidth range between 20 MHz to over 100 MHz,
and as shown in Fig. 2.2, one LED bulb is composed of a number of LED chips. LED

Figure 2.1: Electromagnetic spectrum.

5



6 Visible Light Communication Based Indoor Localization

Figure 2.2: A sample LED bulb used as the transmitter in VLC.

lighting offers many advantages over conventional lighting, such as low power con-
sumption, low cost, high luminance efficiency, long lifetime, etc. For these reasons,
LEDs have become strong in the lighting market compared to traditional lighting
solutions [2]. Besides these advantages, the intensity of the light emitted by an LED
light can be modulated rapidly as it is a semiconductor device. This way, the LED
combines its function of lighting with that of a data communication transmission
system. It should be noted that LEDs are an incoherent light source, that is, LED
light is not monochromatic and LED generates light with a broad bandwidth.

Fig. 2.3 shows the standard eye response curve, the warm white and ultra-white
LED spectrum. The emission from an LED can be modeled using a generalized
Lambertian radiant intensity given by [1]

Iθ = I0cosm
θ (2.1)

where θ is the viewing angle, I0 is the radiance intensity (measured in photons/(s
cm2 sr)) in the direction of the LED symmetrical axis, i.e., the normal direction, and
Iθ is the intensity in the direction that has an angle of θ with the normal direction.
In Eq. (2.1), m represents the Lambertian order relating to the transmitter semi-angle
ϕ1/2 at half power, which is expressed by

m =− ln2
ln
(
cosϕ1/2

) (2.2)

Fig. 2.4 shows an LED radiation pattern in the normal direction and in the direc-
tion of an angle of θ from the source orientation vector assuming m equals one. In
Fig. 2.4, dΩ is the solid angle encompassed by the receiver active area, and dA is the
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Figure 2.3: Relative spectral emission of an LED (LE CWUW S2W from OSRAM).

Figure 2.4: Emission rate (photons/s) in a normal and an angle of θ direction.
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Figure 2.5: A sample PD used as the receiver in VLC.

emitting elementary area. Therefore, the observer in the normal direction will receive
I0dΩdA photons per second, while the observer in the direction of angle θ from the
normal receives I0 cos(θ)dΩdA photons per second. The total intensity emitted by a
source can be then calculated as

I =
∫∫

source
I0 cos(θ)dΩdA (2.3)

As LEDs are also utilized for illumination purposes, the luminance should be
considered where 300 to 1500 lx (1 lx= 1 lm/m2) is usually required for a working
environment [3]. The luminous flux ΦV indicating the light emitted over a solid angle
and showing the brightness of a source is expressed by

ΦV = Km

∫
λmax

λmin

V (λ )Φe (λ )dλ (2.4)

In Eq. (2.4), Km is the maximum visibility that is around 683 lm/W at 555 nm wave-
length, [λmin,λmax] is the wavelength range of visible light spectrum, V (λ ) is the
standard luminosity curve, and Φe (λ ) is the luminous flux per wavelength.

2.1.2 RECEIVER

A typical VLC receiver consists of an optical filter, amplification circuit and optical
concentrators. A photodiode (PD) shown in Fig. 2.5 is commonly used to detect and
convert the light to photo current which is proportional to the received optical power
on the detection area. PD also has a limited bandwidth which ranges from several
MHz to several GHz in a reverse proportion to the size of its active area. The larger
the bandwidth is, the smaller the detection area is [4]. One of the most important
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Figure 2.6: Detector responsivity of APD120A2.

parameters in PD performance is its responsivity which is expressed as

R =
ηq
h f

(2.5)

where η is the quantum efficiency of PD, q is the electron charge, h is Planck’s con-
stant, and f is the optical frequency. Fig. 2.6 demonstrates the responsivity curve of
a PD (APD 120A2) manufactured by Thorlabs, Inc. [5]. For this PD, the responsiv-
ity reaches its highest value of 25 A/W at the wavelength of 600 nm and decreases
rapidly when the wavelength becomes smaller or larger. In order to achieve a better
communication performance, a proper PD should be selected with flat responsivity
curve over the wavelengths generated by the LED.

In many indoor environments, there exists a strong ambient radiation arising from
sunlight and non-transmitting lighting sources, which induces noise in a VLC re-
ceiver. The effects of ambient radiation and path loss can be mitigated by design
of receivers having narrow optical bandwidth and large effective collection area. In
order to maximize signal-to-noise ratio (SNR), it is therefore desirable to employ
an optical concentrator to increase the effective collection area and optical filters to
attenuate ambient radiation [6, 7].

Hemispherical lens is an important non-imaging concentrator. When longpass fil-
tering is utilized, a planar filter is placed between the PD and the hemisphere as
shown in Fig. 2.7a. However, when bandpass filtering is desired, the planer filter
is not employed since θ , the angle at which light strikes the filter will be shifted
by shifting ψ , the angle from which rays are received. This shift results in shifting
the filter passband decreasing the effective signal-collection area as the results of a
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(a) (b)

(c)

Figure 2.7: Optical concentrators: (a) hemisphere with planar optical filter, (b) hemi-
sphere with hemispherical optical filter, and (c) CPC with planar optical filter.
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(a) (b)

Figure 2.8: Combining CPCs with bandpass optical filters to improve acceptance
angles. (a) Dielectric CPC combined with parabolic hollow CPC, and (b) Dielectric
CPC combined with hollow CPC having a straight section.
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Figure 2.9: Geometry for calculating DC gain.

decrease in filter transmission at some ψ . In order to utilize bandpass filtering, the
filter is bonded onto the outer surface of the hemispherical concentrator as shown in
Fig. 2.7b. Thus, regardless of angle ψ , rays that reach the detector are incident upon
the filter at small values of the angle θ resulting in minimizing the shift of the filter
passband and maximizing its transmission.

The compound parabolic concentrator (CPC) is also widely used in VLC. It can
provide a higher gain than the hemisphere concentrator but at the expense of a nar-
rower field-of-view (FOV). As shown in Fig. 2.7c, a longpass or bandpass filter is
placed on the front surface of the CPC. To achieve a wider FOV, a second inverted
CPC can be placed on top of a traditional CPC as shown in Fig. 2.8a. In this way, ra-
diations from an angle of 90◦ can be accepted by the upper CPC and then transferred
to the angle within the FOV of the lower CPC. Fig. 2.8b shows further modifica-
tion to CPC where a straight part is added on the upper CPC. Therefore, any angle
between the FOV of the lower FOV and 90◦can be received.

2.1.3 CHANNEL

Intensity modulation (IM) is commonly used in VLC where the intensity of the emit-
ted light signal is modulated. Therefore, the modulated signal must be real and pos-
itive in the baseband. PD utilizes direct detection (DD) to collect the optical signal
where the current is generated proportional to the light intensity striking on the effec-
tive receiving area. The frequency responses of VLC channels are relatively flat near
direct current (DC). Therefore, for most purposes including indoor VLC localiza-
tion, the single most important quantity characterizing a channel is the DC gain [7].
For a common link configuration shown in Fig. 2.9, the channel DC gain can be
calculated as
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Figure 2.10: Two level modulation schemes.

H (0) =
{ m+1

2πd2 Acosm (φ)Ts (ψ)g(ψ)cos(ψ) , 0≤ ψ ≤Ψc

0, ψ > Ψc
(2.6)

where A is the receiving area of the PD, φ is the irradiance angle of the transmitter
with respect to its normal axis, Ts (ψ) is the signal transmission of optical filter and
Ψc is the semi-angle of FOV. In Eq. (2.6), g(ψ) is the concentrator gain given by

g(ψ) =

{
n2

c
sin2(ψc)

, 0 < ψ < Ψc

0, ψ > Ψc
(2.7)

where nc is the concentrator refractive index. The received optical signal power Pr is
proportional to the average transmitted power Pt as

Pr = H (0)Pt (2.8)

2.2 MODULATION TECHNIQUES
IM/DD communication systems use intensity modulation techniques such as on-off
keying (OOK) or pulse position modulation (PPM). In OOK, the optical transmit-
ter is on during the whole bit interval when 1 is transmitted, and is off when 0 is
transmitted. On the other hand, in binary pulse position modulation (BPPM), the op-
tical transmitter is on during a half of the BPPM bit interval (i.e., signal slot) and is
off during the other half (i.e., non-signal slot) [8]. To achieve the desired dimming
requirement, OOK with dimming by the insertion of compensation time (CT) and
variable pulse position modulation (VPPM) are used that optimize data and bit er-
ror rates without sacrificing illumination quality [9]. Particularly, in OOK with CT,
an information subframe is followed by a CT subframe, which adjusts the “on/off”
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Figure 2.11: DPIM with one guard band and 4-PPM modulation schemes.

duration to reach the target dimming percentage. VPPM is a modified PPM scheme,
which increases or decreases the pulse width considering the required dimming level.
Fig. 2.10 further demonstrates these modulation schemes.

Digital pulse interval modulation (DPIM) is another alternative modulation
scheme to PPM where the symbol length is variable and an additional guard slot is
usually added to each symbol to avoid the adjacent zeroes as shown in Fig. 2.11 [10].
There are two advantages of DPIM: first, the power efficiency or the bandwidth effi-
ciency is high; second, there is no synchronization requirement.

2.3 NOISE CHARACTERISTIC
It is well understood that the dominant noise sources in indoor optical wireless
communications systems are the background light induced shot noise and thermal
noise [7]. The sum of contributions from shot noise and thermal noise follows a
Gaussian distribution with the variance of

N = σ
2
shot +σ

2
thermal (2.9)

where σ2
thermal and σ2

shot denote the variance of thermal and shot noise, respectively.
The shot noise variance is obtained by

σ
2
shot = 2qγ (Prec)B+2qIbgI2 (2.10)

where B is equivalent noise bandwidth, Ibg is background current, I2 is noise band-
width factor, γ is detector responsivity, and PRec denotes all the received power in-
cluding the ambient light such as sunlight or other lighting fixtures. It is assumed
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Table 2.1
Numerical values for noise parameters

Parameters Value
Electronic charge (q) 1.602×10−19 C

Background current (Ibg) 5100 µ A
Noise bandwidth factor (I2) 0.562

PD responsivity (γ) 0.54 A/W
Boltzmann’s constant (k) 1.381×10−23 K-1

Absolute temperature (TK) 295 K
Open-loop voltage gain (Go) 10

Fixed capacitance per unit area (η) 112 pf/cm2

Noise factor of FET channel (Γ) 1.5
FET transconductance (gm) 30 mS
Noise bandwidth factor (I3) 0.0868

here that a p-i-n/field-effect transistor (FET) transimpedance receiver is used and the
noise contributions from gate leakage current and 1/ f noise are negligible [11].

The thermal noise variance is given by

σ
2
thermal =

8πkTK

Go
ηAI2B2 +

16π2kTKΓ

gm
η

2A2I3B3 (2.11)

where the two terms indicate feedback-resistor noise, and FET channel noise, re-
spectively. In Eq. (2.11), k is Boltzmann’s constant, TK is absolute temperature, Go
is the open-loop voltage gain, η is the fixed capacitance of photo detector per unit
area, Γ is the FET channel noise factor, gm is the FET transconductance, and I3 is
noise bandwidth factor.

In the numerical examples presented in this book, the values shown in Table 2.1
are used.

SUMMARY

This book focuses on indoor localization with VLC technology, which overcomes
some problems that currently exist in radio frequency (RF)-based technology such as
multipath reflections, shortage of radio frequency spectrum and electromagnetic ra-
diation interference. In addition, the book presents state-of-the-art research on three
main aspects, namely: (i) it constructs the concept and the model for the systems and
the sub-systems; (ii) it covers positioning algorithms, as the main issue in indoor lo-
calization, and (iii) several remedies are proposed to further improve the positioning
accuracy performance.



16 Visible Light Communication Based Indoor Localization

In this chapter, fundamental physical layer end-to-end transmission link for visi-
ble light communications systems are discussed. This includes a description of trans-
mitter sub-systems, receiver elements and channel characteristics plus some candid
modulation techniques traditionally adopted. In addition, receiver front-end noise
characteristics are detailed.
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3 Positioning Algorithms and
Systems

Considering the complex indoor environment, it is very difficult to model the signal
propagation when severe multipath reflections exist and a line-of-sight (LoS) condi-
tion is not satisfied. In this chapter, these algorithms along with their application on
the short-range indoor localization will be discussed in detail. Positioning systems
based on different techniques will be later introduced. Finally, an indoor positioning
system based on visible light communication (VLC) as well as some recent research
results is presented.

3.1 POSITIONING ALGORITHMS
Indoor positioning algorithms that have been so far proposed can be classified
into three groups: triangulation, scene analysis and proximity method as shown in
Fig. 3.1. In the following, we will describe these techniques in more detail.

3.1.1 TRIANGULATION

Triangulation generally refers to positioning techniques using the geometric proper-
ties of triangles for location estimation. In this method, coordinates of the target are
estimated according to the geometric properties of triangles. Triangulation has been
implemented by two algorithms: lateration and angulation.

Lateration methods use the distance of the target from multiple reference points
to estimate its location, while angulation locates the target by analyzing the incident
angles of the received signals relative to the reference points.

Figure 3.1: Indoor localization methods and algorithms.

17
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Figure 3.2: Positioning based on TOA/RTOF/RSS.

3.1.2 LATERATION

Lateration methods estimate the target location by measuring its distances from mul-
tiple reference points and utilize two types of measurements: time of arrival (TOA)
and received signal strength (RSS).

3.1.2.1 Time-based Distance Estimation

The light speed is constant in the air. Therefore, the distance from the target to the
reference points can be deducted from the travel time of the light signal. In time-
based systems, TOA measurements with respect to at least three reference points are
required to locate the target at intersection point of three circles for 2-D positioning
as shown in Fig. 3.2, or three spheres for 3-D scenario [1].

An excellent example of TOA-based systems is the widely applied global posi-
tioning system (GPS) system. In GPS system, satellites send out navigation messages
containing time information in the form of repeating ranging codes and Ephemeris
(information of orbits for all satellites). Circular lateration is used to calculate the
receiver’s current location after navigation messages are successfully received from
several satellites. The results have shown that a 2-D location can be estimated with a
root mean square (RMS) error of 14 cm.

However, there are two key issues with TOA-based systems. Firstly, all clocks
used by reference points as well as by the target must be perfectly synchronized.
Any inaccuracy in the synchronization would be directly transformed into position-
ing errors. Secondly, there must be a time stamp included inside the transmitted sig-
nal potentially requiring extra cost in terms of data rate. To satisfy numerous indoor
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Figure 3.3: Positioning using hyperbolic lateration.

application demands, positioning accuracy range of meters to centimeters is required,
which means all clocks in TOA-based systems need to be synchronized at least at the
level of several nanoseconds. As a result, complexity and cost of such systems cannot
be properly addressed and research on VLC positioning utilizing TOA measurements
has been very limited. Simulation results in [2] give Cramer-Rao bound which indi-
cates, depending on system settings, around 2 ∼ 5 cm positioning accuracy may be
obtained considering only shot noise.

To address these issues, hyperbolic lateration methods usually utilizing time-
difference-of-arrival (TDOA) measurements are used. Different from TOA, TDOA-
based systems measure the difference in time at which signals from different refer-
ence points arrive. These signals must be transmitted at the same time; therefore, all
the transmitters as reference points have to be synchronized precisely. In VLC, this
can be easily realized because light emitting diode (LED) bulbs are in close proxim-
ity. On the other hand, the receiver does not have to be synchronized with transmitters
since it is not taking measurements of the absolute time of arrival. Moreover, no time
stamp is required to be labeled in the transmitted signal.

Same as in TOA-based systems, three reference points are needed to perform 2-D
or 3-D positioning. Since a single TDOA measurement provides a hyperboloid on
a 2-D plane or a hyperbola in a 3-D space, two TDOA measurements from three
reference points are needed to locate the target by finding the intersection point as
shown in Fig. 3.3. A TDOA-based system using ultra-wideband (UWB) technology
experimentally demonstrated a positioning accuracy of about 20 cm [3].

As a conclusion, for short range indoor positioning, time-based methods are ex-
pensive to deploy and easy to be affected by time delay, reflections and measurement
precision.
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Figure 3.4: Positioning based on AOA.

3.1.2.2 Distance Estimation Based on Signal Attenuation

For positioning systems with the time-based distance estimation, the hardware com-
plexity and cost is high and these systems can only be used in some specific areas.
RSS information is therefore more commonly used in lateration techniques. These
systems measure the received signal strength, and calculate the propagation loss that
the emitted signal has experienced. Range estimation is then made by employing a
path loss model. Available RSS-based methods using WLAN technology can pro-
vide accuracy of 4 m with 90% confidence [4]. VLC-based systems provide better
positioning accuracies due to weaker multipath effects compared to radio-wave ap-
proaches, leading to a better estimation of the received signal strength.

3.1.3 ANGULATION

When a directional antenna or an array of antennas are used, the incident angles
from several transmitters can be detected as the angle of arrival (AOA) information.
Target is then located by finding intersection of direction lines. Theoretically, only
two reference points are needed to perform 2-D and three for 3-D positioning. The
most important feature of AOA-based systems is that no synchronization is needed
between reference points and target. As shown in Fig. 3.4, utilizing the detected
incident angles θ1 and θ2, the target location is estimated at the intersection point.

In radio frequency (RF) domain, AOA technique is mainly applied in UWB sys-
tems and in [5,6] authors propose a joint TOA and AOA estimation algorithm yield-
ing 10 cm to 35 cm positioning accuracy, depending on the type of pulse employed.
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Figure 3.5: Positioning based on scene analysis.

In [7], the AOA information is detected with three antenna arrays for a radio fre-
quency identification (RFID) based system.

Imaging receivers such as front-facing cameras on smart phones can be easily
used to detect the AOA of the incoming optical signal. However, large field-of-view
(FOV) cameras or new lighting infrastructures are required to achieve satisfying per-
formance. The positioning accuracy is also degraded when the target moves away
from reference points due to the limited resolution of imaging receiver. To address
this issue, fly-eye receivers can be utilized [8, 9].

Another shortcoming of AOA methods is the high complexity and cost of imaging
receivers, though their size is much smaller than antenna arrays used in radio-wave
approaches. In [10], the authors have showed that with an imaging receiver with a
resolution of 1296× 964 pixels, the positioning accuracy of 5 cm can be reached.
Furthermore, in [11], researchers have taken multipath reflections into consideration
and proposed a two-phase positioning algorithm which utilizes both RSS and AOA
information. It has been shown using computer simulations that a median accuracy
of 13.95 cm can be achieved.

3.1.4 SCENE ANALYSIS

The scene analysis approach has been usually used in the RF-based systems. As
shown in Fig. 3.5, it includes two stages in which first a site survey is conducted
to collect features associated with every position in the scene as fingerprints. Tar-
get location is then identified by matching real-time measurements to these features.
Factors that can be used as fingerprints include but are not limited to all measure-
ments mentioned earlier, i.e., TOA, TDOA, RSS and AOA. Because of complexity
and other concerns, the RSS information from the nearby transmitters are usually
considered as fingerprints in both RF and optical domain.
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Figure 3.6: Positioning based on proximity.

3.1.5 PROXIMITY

Proximity is a straightforward approach to estimate the location based on a dense
grid of reference points with known coordinates. As shown in Fig. 3.6, the target
is considered to share the same coordinates with reference point A. When a mobile
target detects a signal from a single reference point, it is considered co-located with
it. If more than one signal are detected, the receiver is considered to be collocated
with the reference point sending the strongest signal.

Therefore, proximity systems using light sources as transmitters theoretically pro-
vide accuracy no more than the resolution of the grid itself. Notice that when dense
grids are used, beam profiles of light sources must be optimized in order to minimize
inter-source interference, which leads to extra positioning errors. The proximity algo-
rithm is easy to be implemented in Bluetooth, Zigbee, and RFID systems. In [12,13],
the authors proposed and experimentally demonstrated a proximity-based indoor po-
sitioning system. Apart from positioning provided by the visible light LED, a Zigbee
wireless network is used to transmit the location information to the main node, as
well as to extend the working range.

3.2 INDOOR POSITIONING SYSTEMS
Based on the above positioning algorithms, several systems have been proposed with
different techniques. Current indoor wireless positioning systems mainly include two
categories. The first category is to build up a network infrastructure which primarily
focuses on localization purposes. In this category, relatively high accuracy can be
achieved while the deployment cost is high. The second category utilizes the exist-
ing network to locate a target, which is usually economical but the accuracy is not
satisfactory. In the following part, we provide a general overview of these systems.

3.2.1 ASSISTED-GPS

As GPS signal attenuates dramatically when passing through solid walls, there
are mainly two approaches of assisted-GPS to make it applicable for indoor
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environments. GPS utilizes the time-based information to estimate the distances. In
one approach, the sensitivity of the receiver is improved so that the GPS signals
can be detected inside a building or even in a deep urban area. In [14], an assisted-
GPS receiver is designed with reduced squaring loss so that the weak GPS signal
whose strength is less than -150 dBm can be detected within 2∼3 seconds. Another
approach makes use of mobile station based services where a location server is em-
ployed. The satellite signals are simultaneously detected at the mobile station with a
partial GPS receiver. Therefore, the weak GPS signals inside a building can be de-
tected. In [15], a roof-antenna with known location is used to get access to satellite
signals in the LoS condition. The user obtains the data from the antenna through
wireless network.

3.2.2 BLUETOOTH

Bluetooth is a wireless technique which covers short distances and utilizes the in-
dustrial, scientific and medical (ISM) band from 2.4 GHz to 2.485 GHz. Bluetooth
has been proposed for indoor localization for the following two reasons. First, Blue-
tooth is ubiquitously embedded in most phones, tablets and personal digital assistants
(PDAs). Therefore, in the receiver side, no more hardware cost is introduced. Second,
a Bluetooth signal usually ranges from 10 m to 15 m, which makes it an appropriate
technique to employ proximity algorithms, as signals from different transmitters will
not interfere too much with each other. Particularly, since Bluetooth 4.0 and Blue-
tooth low energy (BLE) have been developed in recent years, an indoor localization
with low energy consumption can be achieved. Thus, the Bluetooth-based indoor
localization has become a practical approach to locate users carrying Bluetooth em-
bedded devices. In [16], authors have proposed a BLE-based localization scheme
utilizing the collected received signal strength indication (RSSI) measurements to
generate a small region in which the object is guaranteed to be found. It is differ-
ent than most of the existing localization methods that attempt to find the specific
location of the object under investigation.

In another system, a device inquiry scheme and service discovery protocol have
been designed so that the connections can be robustly established [17]. The position-
ing algorithm is based on scene analysis where data is trained in the first phase and
location is estimated in the second phase using the Weibull distribution model.

3.2.3 RADIO FREQUENCY IDENTIFICATION

RFID readers utilize the distribution of electromagnetic fields to identify and track
tags which are attached to the users. Passive tags are small and inexpensive, which
can operate without a battery, but their reading range is only 1 ∼ 2 m. Active RFID
tags can actively transmit their identification (ID) up to tens of meters. A well-known
RFID positioning system is LANDMARC, using active RFID tags operating at the
frequency of 308 MHz. The LANDMARC approach requires signal strength infor-
mation from each tag to readers, if it is within the detectable range. In [18], extra
tags are used so that the readers’ number can be decreased. In their method, signal
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Figure 3.7: Time and frequency property of UWB.

strength information and K-nearest neighbors algorithm are used to locate the RFID
tags. Recently, RFID localization system has been used in various markets such as
retail, oil and gas, manufacturing, healthcare and event security and safety.

3.2.4 GEO-MAGNETISM

The rapid development of sensor techniques has been enabling the utilization of geo-
magnetism in indoor localization. Theoretically speaking, the magnetic field of each
point on the earth is unique although their differences are difficult to be detected
with normal devices. The structural steel elements in a building disturb the magnetic
fields and enhance these differences in indoor environments. As these magnetic fields
are spatially varied but temporally stable, geo-magnetism is appropriate to be used
in indoor localization. The magnetic field is usually measured with an array of e-
compasses, and then matched to pre-acquired magnetic map. In [19], a positioning
system has been proposed including a magnetic fingerprint map and a client device
which detects the magnetic signature of the current position. The accuracy within 1 m
in 88% of the time is experimentally demonstrated. In [20], Monte Carlo localization
algorithm has been proposed along with a series of global localization experiments
conducted in four arbitrarily selected buildings to demonstrate the feasibility of the
geo-magnetism based system.

3.2.5 ULTRA-WIDEBAND

As shown in Fig. 3.7, the bandwidth of UWB in frequency domain is ultra-wide
enabling the use of pulses with bandwidth of more than 500 MHz for impulse modu-
lation. Since a wide range of frequency components is included, the probability that
the wave transmits through or around obstacles is increased. Accordingly, the system
reliability is improved. As the UWB signal usually spreads over a large frequency
range, i.e., from 3.1 to 10.6 GHz, the power spectral density (PSD) is decreased
and the interference is reduced compared to other RF-based systems. For UWB
localization systems, time-based schemes namely TOA and TDOA provide good



Positioning Algorithms and Systems 25

Figure 3.8: Block diagram of INS.

accuracy due to the high time resolution (large bandwidth) of UWB signals. In [21],
UWB tags have been combined with transmitters while the UWB reference nodes
are collocated with both transmitters and receivers. Impulse radio UWB transceivers
are employed as test setup and TDOA information are obtained at distinct positions
to locate the target.

3.2.6 WIRELESS LOCAL AREA NETWORK

As wireless local area network (WLAN) is a popular method for indoor communica-
tion; currently, localization based on WLAN is a hot research topic. As the WLAN
signal is transmitted in the band of 2.4 GHz, the performance is easily affected by
the orientation of antennas, obstacles, positions of reference points and multipath
reflections. The accuracy of the typical WLAN positioning system ranges from 3 m
to 30 m, and the sampling rate is up to a few seconds. A common applied algo-
rithm in the WLAN-based positioning system is scene analysis. A site survey is con-
ducted first to collect RSS fingerprints and then the target’s location is found with the
matching algorithms. Spectral clustered time-stamped RSS data are usually utilized
to describe the layout of indoor environments [22]. Spectral clustering is performed
to classify the pre-collected RSS data, and logic graphs are constructed and mapped
into ground-truth graphs. In the online phase, area-level positioning can be achieved
by estimating the smallest Euclidean distances between the current detected RSS
information and the centers of the nodes.

3.2.7 INERTIAL NAVIGATION SYSTEM

Inertial navigation system (INS) is based on a straightforward principle which is
integrating the velocity and the orientation at each time unit to obtain the current
location. The platform module contains motion sensors so that the postures such
as roll, yaw and pitch angle are detected. In inertial measurement unit (IMU), ac-
celerometers are used to measure the linear acceleration, rotation sensors are ap-
plied to detect the angular velocity and magnetic sensors are utilized for calibration.
INS techniques have a long history and originally were used on vehicles such as
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ships, aircrafts, submarines and spacecrafts. By dead reckoning the velocity and ori-
entation, positions can be obtained with a known starting point where no external
reference measurements are needed. However, all the INS methods suffer from inte-
gration drift, i.e., small errors in the acceleration and the angular velocity accumu-
late progressively resulting in larger errors after a long time. Therefore, as shown in
Fig. 3.8, the estimated coordinates must be calibrated periodically by the input from
other localization systems. In [23], a strap-down INS has been proposed containing
an IMU which utilizes a dead reckoning algorithm. Bluetooth v4.0 technique has
been employed to calibrate the drift errors so that the INS can deliver high accuracy
positioning.

We shall return to this discussion in Chapter 9 and expand on the INS methodolo-
gies as a necessary part of data fusion.

3.2.8 ZIGBEE

Based on the IEEE 802.15.4 protocol, the Zigbee technique is able to set up a per-
sonal network area using small and low-power radios. A Zigbee system is composed
of coordinators, routers and end devices. Zigbee is a simpler and less expensive tech-
nology than Bluetooth and Wi-Fi, and is widely used in traffic control systems, smart
home display and wireless switches. A Zigbee network is easy to expand, and its
transmission distance is from 10 m to 100 m making it appropriate to be used in in-
door localization system. Since both WLAN and Bluetooth work under the 2.4 GHz
frequency, RSS information of Zigbee signal can be easily interfered with, resulting
in decreasing the positioning accuracy. Therefore, two localization mechanisms are
proposed to address this shortcoming. The first one is based on the localization map
where all the nodes, except the one collocated with the user, are presumed to have
fixed known coordinates. A site survey is conducted to collect the RSS fingerprints
as vector data and stored in a database. A mobile receiver estimates the current loca-
tion by matching the current RSS to the fingerprint maps with K-nearest neighbors
algorithm. Another mechanism is to estimate the distance information with Markov
chain inference, where mobile target behavior is estimated. Optimal decision is com-
puted for the uncertainty of the behavior, and the estimated distance is used to update
the predefined positions [24].

3.2.9 VISIBLE LIGHT COMMUNICATION

RF-based techniques deliver positioning accuracy from tens of centimeters to several
meters. However, this amount of accuracy is not sufficient for practical applications
such as location detection of products inside large warehouses to automate some
of the inventory management processes. Apart from the relatively poor accuracy of
indoor positioning achievable by RF-based techniques, they also add to the electro-
magnetic (EM) interference. For these reasons, the techniques based on VLC are
gaining more attraction [25].

VLC-based techniques employ fluorescent lamps and LEDs. Utilizing VLC, po-
sitioning services can be offered universally wherever the lighting infrastructures
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exist, even in some environments that RF radiation is dangerous or even forbidden,
such as hospitals with a lot of medical equipment and nucleus industries. VLC-based
localization systems can fit in these RF-prohibited areas perfectly since no electro-
magnetic interference is generated. Most of the VLC-based techniques use LEDs
as the light source, since they can be modulated more easily compared to fluores-
cent lamps, and location data can be transmitted in a simpler way. Hence, proposed
indoor positioning techniques based on VLC and LEDs are excellent options. More-
over, LEDs are currently being installed in most buildings, especially larger ones,
e.g., museums and shopping malls, as the primary lighting source instead of fluores-
cent lamps since they have the advantage of much longer life and lower operating
cost.

In addition, as mentioned in the previous sections, in the two categories of current
positioning systems, the systems using the existing network cannot provide satis-
factory positioning accuracy while the systems using their own infrastructures bring
up the deployment cost. Indoor positioning systems based on a VLC technique have
both advantages of these two categories. As it utilizes the existing illumination facili-
ties, the deployment cost is minimized. At the same time, as light wave has relatively
shorter wavelength than radio wave, it suffers less from multipath reflections result-
ing in a satisfactory positioning accuracy.

In the VLC positioning system, LEDs are the reference points and a photodiode
(PD) collocated with the user is the target. In [2], a TOA-based VLC positioning sys-
tem has been proposed where perfect synchronization between the transmitter and
the receiver is assumed. The theoretical limit on the estimation accuracy has been
analyzed by deriving the Cramer-Rao bound for the windowed sinusoidal waves.
In [26], a TDOA-based VLC localization system using a coherent heterodyne detec-
tion has been proposed. Gaussian noise has been considered for the mathematical
model where three stages of estimation algorithms have been used to minimize the
noise impairments [26]. Moreover, RSS-based lateration systems have been widely
investigated due to the simplicity of the distance estimation algorithm as well as low
requirements of the detection devices [1]. Angulation technique has been also used
to realize indoor localization in the VLC system, where an image sensor usually acts
as the receiver to obtain AOA information. In order to distinguish the transmitters,
the colored LEDs are used [10]. In a scene analysis based light positioning system,
a new value called correction sum ratio is defined [27]. This value is obtained with a
site survey. When a mobile terminal knows its current value at an arbitrary location,
its coordinates can be detected with a positioning accuracy of around 1 cm. In other
work, proximity techniques have been utilized in a small experimental area where
four LEDs were used as the transmitters with different IDs [28].

In addition to the above methods, VLC can also be combined with other tech-
niques to further improve the system performance. In [12], Zigbee technology has
been combined with VLC so that long distance positioning can be achieved. In [29],
by employing 6-axe sensors, i.e., geomagnetic sensor and gravity acceleration sensor,
a switching estimated receiver positioning system has been proposed to achieve high
accuracy. In [30], an accelerometer has been used to develop a three-dimensional
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VLC based localization system without the knowledge of the receiver height. Fur-
thermore, filtering techniques such as Kalman filter, particle filter and Gaussian mix-
ture sigma-point particle filter (GM-SPPF) have been used to further increase the
positioning accuracy and prevent large deviations [31, 32]. We will expand on the
latter topics in the upcoming chapters.

SUMMARY
In the last chapter, the VLC transmission link was introduced in details. Since an
LED acts as the transmitter, the radiation pattern was detailed. Receiver is usually a
PD to detect the received signal strength and its FOV decides how many signals it can
detect. If the channel is a LoS link, channel direct current (DC) gain is the main factor
that determines the received power. Channel DC gain is related to the transmitter and
receiver properties and the distance. The noise in the channel induces positioning
errors that is mainly composed of shot noise and thermal noise following Gaussian
distribution.

In the current chapter, we covered the basics of the positioning algorithms such
as triangulation, scene analysis and proximity methods. The positive and negative
aspects of these algorithms were analyzed. Different candid techniques used for in-
door localization were described, such as Assisted-GPS, UWB, Zigbee, WLAN and
Bluetooth. Finally, the advantages of the positioning system based on VLC were
detailed.
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4 Visible Light Positioning
Systems

In this chapter, we will investigate 2-D and 3-D positioning systems based on visible
light communication. Two different channel access methods along with 2-D and 3-D
positioning algorithms will be discussed. Finally, we evaluate the accuracy of the
positioning systems in 2-D and 3-D scenarios.

4.1 SYSTEM CONFIGURATION AND CHANNEL ACCESS METHOD

Fig. 4.1 shows a typical optical positioning system model, where the yellow dots
represent light emitting diodes (LEDs) installed on a ceiling. Throughout this chap-
ter, we assume a symmetrical cell of room with size of 6m × 6m with height of 3.5
m to analyze the positioning performance. The red pyramid in Fig. 4.1 is a receiver
assumed to be located at a height of 1.2 m. In this configuration, the four LED coor-
dinates are (2m, 2m), (2m, 4m), (4m, 2m) and (4m, 4m). Each transmitter is assigned
with a unique identification (ID) code to denote their coordinates. A driver circuit is
used to modulate the signal in on-off keying (OOK) format. Theoretically, only three
LEDs are enough for the coordinate estimation. However, considering that the tradi-
tional lighting bulbs are installed in the square layout, the four-LED cell design will
not change the basic configuration of an LED illumination system.

4.1.1 TIME DIVISION MULTIPLE ACCESS

Since all LED bulbs transmit their coordinate information independently, the signals
will interfere with one another in the air and cannot be retrieved correctly. There-
fore, channel access methods should be used in a positioning system. Time division
multiple access (TDMA) is a commonly used channel access method where all the
transmitters have synchronized frames and occupy different time slots in one frame
period to send their signals. The frame structure is shown in Fig. 4.2. In visible light
communication (VLC) positioning systems, when one LED transmits its ID informa-
tion, all the other LEDs emit constant light intensity for the illumination purpose [1].

4.1.2 BASIC FRAMED SLOTTED ALOHA

One disadvantage of TDMA is that the synchronization is required, i.e., all the time
slots of the transmitters should start at the same time and the receivers should also
know the start time increasing the deployment cost. Basic framed slotted ALOHA
(BFSA) is proposed as an alternative asynchronous protocol where the transmitters
and the receiver do not need to have the same start point of each time slot. In this
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Figure 4.1: System model.

Figure 4.2: Frame structure of the positioning system for one period.
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(a)

(b)

Figure 4.3: Basic framed slotted ALOHA protocol: (a) a successful transmission and
(b) a transmission failure since two transmitters select the same slot.

method, a fixed number of time slots are defined in a frame structure for each trans-
mitter. Each transmitter selects one slot randomly in the entire frame to send signals.
In BFSA, there are l transmitters to compete for the L slots where L≥ l [2]. Fig. 4.3
demonstrates the working principle of BFSA when l = 4. As shown in Fig. 4.3a, if the
slots do not overlap with each other, i.e., the receiver can separate the signals without
any interference, the transmission is defined as successful. As shown in Fig. 4.3b, if
an interference happens, the receiver will fail to distinguish the transmitted signals.
Fig. 4.4 demonstrates probability of successful transmission for a different number
of slots per frame. Particularly, when L equals 400, the average successful transmis-
sion rate is 98.5%. The problems made by the 1.5% failure rate can be compensated
with other techniques discussed in the next chapters.

The transmitted data of each LED has a length of 160 bits, with 128 bits of ID
data, 8 bits of beginning of flag (BOF), 8 bits of ending of flag (EOF) and another
16 bits of frame correction sequence (FCS). The data structure is shown in Fig. 4.5.
Furthermore, cyclic redundancy check (CRC) is applied to ensure the reliability of
the transmission.

Despite the advantages of BFSA, the bandwidth is wasted in this method. With 4
LEDs and 400 slots, and if the sampling period is 0.05 s, the required transmission
rate is obtained as

Tr =
400×160bit

0.05s
= 1.28Mbps

However, only 160 bits/0.05s = 3.2 Kbps is required in TDMA. Although both
rates are easily achieved in current VLC technology, TDMA method enables the
transmission of other service data.
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Figure 4.4: Probability of successful transmission versus number of slots per frame.

4.2 POSITIONING ALGORITHM FOR 2-D SCENARIO
As discussed in Chapter 2, the received power from ith LED which is detected by the
photodiode (PD) can be obtained in VLC positioning system as

Pr,i = H (0)Pt =
m+1
2πd2

i
Acosm (φ)Ts (ψ)g(ψ)cos(ψ)Pt , i = 1,2,3,4 (4.1)

where Pt is the transmitted power. In the 2-D scenario, the transmitter and the receiver
are assumed to be perpendicular to the ceiling resulting in

cos(φ) = cos(ψ) = h/di (4.2)

where h is the vertical distance between the transmitter and receiver. The distance
between the transmitter and the receiver can be estimated as:

d̂i =
4

√
(m+1)h2ATs (ψ)g(ψ)Pt

2πPr,i
(4.3)

Therefore, the estimated horizontal distance r̂i between the transmitter and re-
ceiver is calculated as

r̂i =

√
d̂2

i −h2 =

√√√√√ (m+1)h2ATs (ψ)g(ψ)Pt

2πPr,i
−h2 (4.4)



Visible Light Positioning Systems 35

Figure 4.5: Structure of data.

The transmitter’s coordinates (xi,yi) are decoded from the transmitted ID data,
while the receiver’s coordinate (x,y) is to be estimated. Based on the lateration tech-
nique, the following equation groups are derived:

(x1− x)2 +(y1− y)2 = r̂2
1

(x2− x)2 +(y2− y)2 = r̂2
2

(x3− x)2 +(y3− y)2 = r̂2
3

(x4− x)2 +(y4− y)2 = r̂2
4

(4.5)

Let us subtract the first equation from others to obtain the linear equations as
(x1− x2)x+(y1− y2)y =

(
r2

2− r2
1− x2

2 + x2
1− y2

2 + y2
1
)
/2

(x1− x3)x+(y1− y3)y =
(
r2

3− r2
1− x2

3 + x2
1− y2

3 + y2
1
)
/2

(x1− x4)x+(y1− y4)y =
(
r2

4− r2
1− x2

4 + x2
1− y2

4 + y2
1
)
/2

(4.6)

Eq. (4.6) can be expressed in the matrix format as

AX = B (4.7)

where
X = [x,y]T (4.8)

A =

x2− x1 y2− y1
x3− x1 y3− y1
x4− x1 y4− y1

 (4.9)

B =
1
2

(r2
1− r2

2
)
+
(
x2

2 + y2
2
)
−
(
x2

1 + y2
1
)(

r2
1− r2

3
)
+
(
x2

3 + y2
3
)
−
(
x2

1 + y2
1
)(

r2
1− r2

4
)
+
(
x2

4 + y2
4
)
−
(
x2

1 + y2
1
)
 (4.10)

4.3 LINEAR LEAST SQUARE ESTIMATION
Eq. (4.7) is over-determined, i.e., the number of equations is more than that of vari-
ables. In this case, linear least square estimation (LLSE) can be used as a solver,
where the estimation minimizes the sum of the square error of each single equation.
The squared residuals can be estimated as

SL =
4

∑
i=1

(x̂− x)2 +(ŷ− y)2 =
∥∥B−AX̂

∥∥2
2 , (4.11)
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Table 4.1
Numerical values for system parameters

Parameters Value
Area (A) 10−4m2

Lambertian mode (m) 1
Field-of-view (FOV) (ΨC) 70◦

Ts (ψ) 1
Refraction index of compound parabolic concentrator (CPC) (n) 1.5

Transmitted optical power for logic 1/0 (Pt) 5W/3W

where ‖V‖2 is the Euclidean norm calculated as

‖V‖2 =
√

v2
1 + · · ·v2

n (4.12)

In Eq. (4.11), x̂, ŷ and X̂ are the estimations of x, y and X, respectively. Eq. (4.11)
can be rewritten as

SL =
(
B−AX̂

)T (B−AX̂
)
= XT AT AX−2XT AT B+BT B (4.13)

To minimize SL, the derivation of Eq. (4.13) is set to zero

2AT AX−2AT B = 0 (4.14)

Finally, X̂ is obtained as

X̂ = (ATA)
−1ATB (4.15)

To evaluate the positioning performance in the cell under consideration shown in
Fig. 4.1, a pseudo-Poisson path is generated by assuming a user walks across the
room defined as a real path. The system parameters used in the simulations are sum-
marized in Table 4.1 where the installation errors of LED bulbs are also considered.

In Fig. 4.6, the real track is shown as the black line, and the red circles repre-
sent the estimated values. As it can be seen, only small deviations exist, and the root
mean square (RMS) error is just 0.0186 m. To further assess the positioning perfor-
mance and demonstrate how the system delivers a certain level of service quality,
95% confidence interval error is calculated. Cumulative distribution function (CDF)
of the positioning errors is shown in Fig. 4.7, and the 95% confidence interval line is
marked out. Therefore, most of the positioning errors are within 0.044 m.
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Figure 4.6: Estimated receiver track.

Figure 4.7: CDF of the positioning errors.
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Figure 4.8: Flow diagram of 3-D positioning algorithms.

Figure 4.9: Principle of trilateration.
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Figure 4.10: 3-D Positioning result.

4.4 POSITIONING ALGORITHM FOR A 3-D SCENARIO
In real scenarios, a user cannot always hold the receiver at the same height level.
Even in the robotic applications, the floor cannot always be flat. Therefore, a 3-D
positioning algorithm needs to be proposed to address the existence of vertical vari-
ations. In order to derive di, all the parameters in Eq. (4.3) must be known. However,
in the 3-D scenario, the height, h, is not available. To address this issue, a prediction
based on the last estimate is made on the height of the receiver as h(0). By substituting
h(0) into Eq. (4.3), we obtain

d̂(0)
i =

4

√
(m+1)h(0)2ATs (ψ)g(ψ)Pt

2πPr,i
(4.16)

The horizontal distance is then estimated as

r̂(0)i =

√ (m+1)h(0)2ATs (ψ)g(ψ)Pt

2πPr,i
−h(0)2

1/2

(4.17)

For initializing h(0) for the first estimate, a Gaussian random variable is generated
whose mean is the typical hand height of a human being. With the trilateration ap-
proach, the horizontal coordinates [x̂, ŷ] can be estimated similar to Eq. (4.15), and
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Figure 4.11: Horizontal view of 3-D positioning result.

the horizontal distance can be re-calculated as

r̂(1)i =

√
(xi− x̂)2 +(yi− ŷ)2 (4.18)

When substituting r̂(1)i into Eq. (4.4), the height is estimated as one solution of

ĥ4 +
(

2r̂(1)2i −C
)

ĥ2 + r̂(1)4i = 0 (4.19)

where C is a constant and obtained as

C =
(m+1)ATs (ψ)g(ψ)Pt

2πPr,i
(4.20)

By solving Eq. (4.19), at most two positive ĥ are obtained within a reasonable
vertical range. If there are two solutions, the one closer to h(0) is selected as ĥ. If
no reasonable solution exists, h(0) will be selected as ĥ. Finally, the z-coordinate is
estimated as

ẑ = H− ĥ (4.21)

Fig. 4.8 shows the flow diagram of the 3-D positioning algorithm. This iteration
algorithm is applicable because of the principle of trilateration shown in Fig. 4.9.
The horizontal position of the receiver is estimated in the intersection of the three
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Figure 4.12: Vertical view of 3-D positioning result.

circles. The difference between the presumed height and the actual height only af-
fects the radius of those circles, i.e., all of the circles will expand or shrink at the
same time. Therefore, the center of the intersection will remain almost unaffected.
However, the change in ratios of these radii is different, which will make the center
of the intersection shift a little. This non-uniformity of the noisy received signals
induces positioning errors. However, considering that in the 0.05s sampling period,
the vertical movement will not be significant, this algorithm still operates properly.
The vertical moving distance will be reduced if the sampling period decreases, con-
tributing to higher positioning accuracy.

Eq. (4.10) demonstrates the positioning results in a 3-D scenario where the re-
ceiver height varies between 1.0 m to 1.4 m. To demonstrate the result more clearly,

Table 4.2
Errors of the 3-D positioning system (m)

Horizontal Error Vertical Error Total Error
RMS error 0.0735 0.0638 0.0974

95% confidence interval 0.1618 0.1333 0.1977
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Figure 4.13: CDF curves of the positioning errors.

horizontal and vertical views are plotted separately in Figs. 4.11 and 4.12. Although
the vertical estimates have some variations, the horizontal estimates follow the real
track very well. Fig. 4.13 shows the CDF of the total, horizontal and vertical posi-
tioning errors. The positioning results are summarized in Table 4.2, where the RMS
error is just 0.0974 m and 95% of the errors are within 0.1977 m.

SUMMARY

In this chapter, the link layer issues were covered. Channel access methods are ad-
dressed. TDMA has the synchronization requirement, but the bandwidth usage is ef-
ficient. With BFSA, deployment cost is decreased with no synchronization require-
ment but bandwidth is wasted. The positioning algorithm is based on the received
signal strength (RSS) information detected from PD. Signal attenuation is calculated
so that the distance between the transmitters and receiver is estimated. The transmit-
ter’s coordinates are obtained by decoding the ID signals. These transmitters act as
the center of several different circles and the calculated distances are the radius of
these circles. The receiver position is finally estimated as in the intersection of these
circles. For the 3-D scenario, positioning is realized by firstly making an assumption
on the vertical coordinates and then feeding the initial estimates back to the original
equation for a final estimate.
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5 Filtering Techniques in
Positioning

Filtering techniques are used to further improve the positioning performance. In
the positioning system, outliers may appear considering the basic framed slotted
ALOHA (BFSA) failure case mentioned in Chapter 4. These large deviations heavily
affect the positioning performance for several sequential estimates. Filtering tech-
niques can mitigate these effects.

In this chapter, we review three filtering techniques utilized in visible light com-
munication (VLC) positioning systems, namely Kalman filter, particle filter, and
Gaussian mixture sigma-point particle filter (GM-SPPF).

5.1 KALMAN FILTER
In statistics and control theory, Kalman filtering, also known as linear quadratic es-
timation (LQE), is an algorithm that uses a series of measurements observed over
time, containing statistical noise and other inaccuracies, and produces estimates of
unknown variables that tend to be more accurate than those based on a single mea-
surement alone, by estimating a joint probability distribution over the variables for
each timeframe. The filter is named after Rudolf E. Kalman, one of the primary de-
velopers of its theory.

The Kalman filter has numerous applications in technology. A common appli-
cation is for guidance, navigation, and control of vehicles, particularly aircraft and
spacecraft. Furthermore, the Kalman filter is a widely applied concept in time series
analysis used in fields such as signal processing and econometrics.

Kalman filters also are one of the main topics in the field of robotic motion plan-
ning and control, and they are sometimes included in trajectory optimization. The
Kalman filter also works for modeling the central nervous system control of move-
ment. Due to the time delay between issuing motor commands and receiving sensory
feedback, use of the Kalman filter supports a realistic model for making estimates of
the current state of the motor system and issuing updated commands.

In 1960, Rudolph Kalman published his well-understood recursive solution for
the discrete-data linear filtering problem [1]. This filter is named after him as Kalman
filter. Since then, Kalman filter has been largely researched and wildly used in many
areas, as described.

5.1.1 DERIVATION OF KALMAN FILTER

Mathematically speaking, Kalman filter is formed by a series of recursive equations
that provide an efficient way to estimate the state of an evolving random process so
that its estimated variance can be minimized. Kalman filter can be used to estimate

45
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the previous and the current states, or even the future states of the process, even in
the absence of any knowledge of the model.

For the system under consideration, we use a discrete Kalman filter to estimate
the state S ∈ Rn by assuming the system follows a linear process [2, 3]

Sk= ASk−1+Buk+wk−1 (5.1)

where A is state transition vector, B is the input parameter on the input vector uk, and
wk−1 is the process noise. The observation vector, mk ∈ Rm, depends on the current
state as

mk = HSk +vk (5.2)

where H is the observation parameters and vk is the observation noise. wk and vk are
assumed to follow Gaussian distribution and independent, i.e., wk ∼ N(0,Qk) and
vk ∼ N(0,Rk) where Qk is the process noise covariance and Rk is the measurement
noise covariance.

At step k, Ŝ−k ∈Rn is the priori state estimation, and Ŝk ∈Rn is the posteriori state
estimation after the measurement mk is given. Therefore, the priori and posteriori
estimate errors are

e−k = Sk− Ŝ−k (5.3a)

ek = Sk− Ŝk (5.3b)

The posteriori estimate is based on a linear blending of the noisy measurement
and the priori estimate

Ŝk = Ŝ−k +Kk

(
mk−HŜ−k

)
(5.4)

In Eq. (5.4), Kk is considered as the blending factor. In order to find the appro-
priate Kk that generates an optimal updated estimate, minimum mean-square error is
used as the performance criterion. For the posteriori estimate, the expression for the
error covariance is given by

Pk = E
[
ekek

T ]= E
[(

Sk− Ŝk

)(
Sk− Ŝk

)T
]

(5.5)

= E
[(

Sk− Ŝ−k −Kk

(
HSk +vk−HŜ−k

))(
Sk− Ŝ−k −Kk

(
HSk +vk−HŜ−k

))T
]

The priori error, i.e.,
(

Sk− Ŝ−k
)

, is uncorrelated with the measurement error vk.
Therefore, Eq. (5.5) can be expressed as:

Pk = E
[(

Sk− Ŝk

)
(I−KkH)

((
Sk− Ŝk

)
(I−KkH)

)T
]
+E

[
(Kkvk)(Kkvk)

T
]

= (I−KkH)P−k (I−KkH)T +KkRkKk
T (5.6)

= P−k −KkHP−k −P−k HT KT
k +Kk

(
HP−k HT +Pk

)
KT

k
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where P−k is the estimated priori error covariance and given by

P−k = E
[
e−k e−k

T
]
= E

[(
Sk− Ŝ−k

)(
Sk− Ŝ−k

)T
]

(5.7)

The trace of Pk is the sum of the mean square errors. Considering that the indi-
vidual error is minimized when the mean-square error is minimized, we differentiate
the trace of Pk and then set it to zero

d (tr(Pk))

dKk
=−2

(
HkP−k

)T
+2Kk

(
HkP−k HT

k +Rk
)
= 0 (5.8)

Therefore,
Kk = P−k HT (HP−k HT +R

)−1
(5.9)

Inserting Eq. (5.9) in Eq. (5.6), we obtain

Pk = P−k −P−k HT (HP−k HT +Rk
)−1HP−k = (I−KkH)P−k (5.10)

In addition, we can obtain

e−k+1 = Sk+1− Ŝ−k+1 = ASk +wk−AŜk = Aek +wk (5.11)

P−k+1 = E
[(

ASk +wk−AŜk

)(
ASk +wk−AŜk

)T
]
= APkA+Qk (5.12)

In summary, Kalman filtering is done in two phases as shown in Fig. 5.1. In the
time update phase, the current state Ŝ−k and the covariance P−k are predicted based
on the previous information. When mk is available, the measurement update phase
begins. Kalman gain Kk is computed and the posterior state Ŝk and the covariance Pk
are updated.

5.1.2 KALMAN FILTER IN 2-D AND 3-D SCENARIOS

In a proposed 2-D scenario, the state vector is expressed as Sk =
[
xk,yk,vxk,vyk

]
in

which [xk,yk] represents the coordinates, uk is 0. Parameters vxk and vyk are the move-
ment speeds in the x and y directions, respectively. A, H, Q and R are expressed as:

A =


1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1

 (5.13)

H =

[
1 0 ∆t 0
0 1 0 ∆t

]
(5.14)

Q =


σ2

Px 0 0 0
0 σ2

Py 0 0
0 0 σ2

V x 0
0 0 0 σ2

Y x

 (5.15)
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Figure 5.1: Principle of Kalman filter.

R =

[
σ2

x 0
0 σ2

y

]
(5.16)

where ∆t is the sampling period, σ2
Px and σ2

Py are the variances of the receiver move-
ment initialized as 0.1. σ2

V x and σ2
V y are the variances of receiver speed initialized as

0.5, and σ2
x and σ2

y are the measurement variances decided by the photodiode (PD).
Kk is a 4×4 matrix which is initialized as

K0 =


2 0 0 0
0 2 0 0
0 0 4 0
0 0 0 4

 (5.17)

In the 3-D scenario, the receiver vertical movement is independent of horizontal
movement. Therefore, the filtering process is divided into horizontal and vertical
phases. Kalman filter is applied on the horizontal estimation first, and then the filtered
results are fed back into the 3-D positioning algorithm to obtain the z-coordinate.
Fig. 5.2 shows a flow diagram of Kalman filter for 3-D scenario that is summarized
as follows:

1. Initialize the Ŝ0= [x̂0, ŷ0] based on the first horizontal measurement from the light
emitting diode (LED)-positioning algorithm as mentioned in Chapter 4.

2. Make the prediction on the current state vector Ŝ−k =
[
x̂−k , ŷ

−
k

]
based on the previ-

ous position Ŝk−1= [x̂k−1, ŷk−1] and the movement velocity. P−k is also predicted
based on the last estimate.
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Figure 5.2: Flow diagram of Kalman Filter for 3-D scenario.

3. Obtain the measurement value mk = [x̂, ŷ] as mentioned in Chapter 4.
4. Update Ŝk= [x̂k, ŷk] and Pk with the measurement value.
5. Insert [x̂k, ŷk] into the 3-D positioning algorithm to obtain r̂k, ĥk and ẑk.

5.2 PARTICLE FILTER
One drawback of Kalman filtering is that it is based on the assumption that the state
follows Gaussian distribution and the modeling process is linear. For a nonlinear and
non-Gaussian situation, a particle filter is proposed, based on Monte Carlo estima-
tion [4].

5.2.1 PRINCIPLE OF PARTICLE FILTER

A set of weighted samples at kth step has the posterior distribution as

(Sk|m1:k,u0:k−1)≈
N

∑
i=1

wi
kδ
(
Sk−Si

k
)

(5.18)

where N is the number of samples, and i is the sample index. δ (.) is the Dirac delta
function and wi

k is the weight of the ith sample. Based on the probability theory, the
posterior distribution can be estimated as

p(S0:k|m1:k,u0:k−1) =
p(mk|Sk) p(Sk|Sk−1,uk−1) p(S0:k−1|m1:k−1,u0:k−2)

p(mk|m1:k−1,u0:k−1)
(5.19)

The normalized weight of each particle is

wi
k =Ck

p
(
Si

0:k|m1:k,u0:k−1
)

r
(
Si

0:k|m1:k,u0:k−1
) (5.20)

=Ck
p
(
mk|Si

k

)
p
(
Si

k|Si
k−1,uk−1

)
p
(
Si

0:k−1|m1:k−1,u0:k−2
)

r
(
Si

0:k|m1:k,u0:k−1
)
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where Ck is a constant value of normalization. In Eq. (5.20), r (x) is the importance
density calculated recursively as

r (S0:k|m1:k,u0:k−1) = r (S0:k|S1:k,m1:k,u0:k−1)r (S0:k−1|m1:k−1,u0:k−2) (5.21)

Therefore, Eq. (5.20) can be rewritten as

wi
k =Ck

p
(
mk|Si

k

)
p
(
Si

k|Si
k−1,uk−1

)
p
(
Si

0:k−1|m1:k−1,u0:k−2
)

r
(
Si

k|Si
k−1,mk,uk−1

)
r
(
Si

0:k−1|m1:k−1,u0:k−2
)

=Ck
p
(
mk|Si

k

)
p
(
Si

k|Si
k−1,uk−1

)
r
(
Si

k|Si
k−1,mk,uk−1

) wi
k−1 (5.22)

If [r (Sk|Sk−1,mk,uk−1) = p(Sk|Sk−1,uk−1) , then Eq. (5.22) is simplified as

wi
k =Ck p

(
mk|Si

k
)

wi
k−1 (5.23)

The state of kth step is ultimately estimated as

Ŝk =
N

∑
i=1

wi
kSi

k (5.24)

The main disadvantage of particle filtering is that the weight of some particles
can keep on increasing during the iteration process and dominate that for all the
other particles. A resampling process making the operation of a particle filter more
stable can overcome this problem. The weights of N particles are reset to the initial
value as 1/N, and the posterior probability is

p(Sk|m1:k,u0:k−1)≈
1
N

N

∑
i=1

δ
(
Sk−Si

k
)

(5.25)

5.2.2 PARTICLE FILTER IN 2-D AND 3-D SCENARIOS

For a 2-D system, a particle filter is applied as follows:

1. Use the first measurement to initialize N particles
(
xi

0,y
i
0
)

with identical weight
of wi

0 = 1/N where Nequals 500.
2. Calculate

(
xi

k,y
i
k

)
from

(
xi

k-1,y
i
k-1

)
which is based on the movement distance and

direction.
3. Obtain the measurement value as mk =

[
mkx,mky

]
, then update the weight as

p
(
mk|Si

k
)
= exp

(
−
((

mkx− xi
k
)2

+
(
mky− yi

k
)2
)
/σ

2
)

(5.26)

wi
k = wi

k−1 p
(
mk|Si

k
)

(5.27)

4. Calculate J = 1/
N
∑

i=1

(
wi

k

)2. If it is larger than a predetermined threshold value, the

resampling process is conducted by setting wi
k = 1/N.
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Figure 5.3: Flow diagram of particle filtering.

5. Estimate the target coordinates as (x̂k, ŷk) =
N
∑

i=1

(
wi

kxi
k,w

i
kyi

k

)
.

6. Update the step length for each particle and generate new random movement di-
rections.

For a 3-D scenario, after the horizontal coordinates (x̂k, ŷk) are processed with
particle filter, we insert it into the 3-D algorithm as mentioned in Chapter 4 to obtain
r̂k. ĥk and ẑk are then calculated. The flow diagram of particle filter is shown in
Fig. 5.3.

5.3 GAUSSIAN MIXTURE SIGMA-POINT PARTICLE FILTER

GM-SPPF refers to a set of particle filters which make use of Gaussian mixture
model (GMM). GMM methods approximate a probability density function (PDF)
represented by a weighted sum of Gaussian components.
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5.3.1 PRINCIPLE

The posterior distribution is approximated with a set of Gaussian components to
limit the number of particles and decrease the computational cost. The distribution
is expressed as

p(x) = ∑
i

αig(x; µi,Σi) (5.28)

where αi is the normalized weight of each component, and g(x; µi,Σi) is the Gaussian
density component with mean µi, and covariance Σi. For the sake of simplicity, we
can assume Σi equals σ2

i I, where I denotes an identity matrix. The GMM PDF is
constructed through the following steps [5]:

1. αi, µi and σ2
i is initialized with K-means method.

2. Calculate

βi (x) =
αig
(
x; µi,σ

2
i
)

∑
j

α jg
(

x; µ j,σ2
j

) (5.29)

3. Evaluate

µi =

n
∑
j=1

βi (x j)x j

n
∑
j=1

βi (x j)
(5.30)

4. Update σ2
i and αi as

σ
2
i =

n
∑
j=1

βi (x j)(x j−µi)
T (x j−µi)

n
∑
j=1

βi (x j)
(5.31)

αi =
1
n

n

∑
j=1

βi (x j) (5.32)

5. Estimate J =
n
∑

i=1
ln [αig(x; µi,Σi)]. Then, compare it to the previous J. If their

difference is smaller than a pre-determined threshold, it is considered as a conver-
gence. If not, then go back to Step 2 for another iteration.

After GMM is constructed as the PDF, another technique named as sigma-point
approach (SPA) is employed [6]. As shown in Fig. 5.4, a set of sampling points rep-
resented by green dots are selected. The coordinates of these points are summarized
in Table 5.1.

These selected points propagate through the nonlinear process, and the posterior
statics are then evaluated. The weights are updated with the same measurement value
as the particle filter and, if necessary, resampling process is applied.
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Figure 5.4: An example of the sigma-point approach in a 2-D system.

Table 5.1
Selection of sigma points for each GMM

Position Sigma-points value
Center (µx,µy)
Left (µx−σx,µy)

Right (µx +σx,µy)
Up (µx,µy +σy)

Down (µx,µy−σy)
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Figure 5.5: 3-D positioning results.

5.3.2 GM-SPPF IN 2-D AND 3-D SCENARIOS

In our system, 50 sigma points are selected for each Gaussian component, and three
Gaussian components are applied in total [7]. They propagate through the system
function Sk+1 = f (Sk), which relates the next step, k+1, to the current step k with
moving distance and direction information. The detailed process of applying GM-
SPPF is as follows:

1. Initialize N particles
(
xi

0,y
i
0
)

based on the first measurement value.
2. Cluster N particles into three groups using K-means algorithm.
3. Set up GMM and then sample the sigma points considering five components.
4. When the measurement value is obtained from the PD, the weight is updated using

Eq. (5.27) and resampling is applied, if needed.

5. Estimate the target coordinates as (x̂k, ŷk) =
N
∑

i=1

(
wi

kxi
k,w

i
kyi

k

)
6. Update the step length for each particle and generate new random movement di-

rections.
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(a) (b)

(c) (d)

(e)

Figure 5.6: Horizontal components of the positioning results.
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(a) Real path versus measurement values. (b) Real path versus Kalman-filtered path.

(c) Real path versus particle-filtered path. (d) Real path versus GM-SPPF path.

Figure 5.7: Vertical component of the positioning results.

5.4 POSITIONING PERFORMANCE AND DISCUSSIONS
Fig. 5.5 shows the positioning results of the 3-D scenario where a large deviation can
be seen as cycled out. Real path is shown as the black line and 262 raw measurement
values are represented by the red dots. Large deviations may come from the failure
of BFSA or the blockage of line-of-sight (LoS) link. The results of Kalman filter,
particle filter and GM-SPPF are also shown in this figure.

To demonstrate the results more clearly, horizontal and vertical views were also
plotted separately, as shown in Fig. 5.6 and Fig. 5.7. In Fig. 5.6b, the circled red
spot shows where the large deviation is located. When the Kalman filter is applied
as seen in Fig. 5.6b, estimations still diverge after the large deviation, and it takes
several steps before the path converges back to normal again. As shown in Figs. 5.6d
and 5.6e, when particle filter and GM-SPPF are applied, the paths after the large
deviation are almost unaffected.

As seen in Fig. 5.7, the performance of vertical components is slightly improved
by applying filters since they are not directly applied on the vertical path. Further-
more, the measurements are more precise in the center region than at both ends of
the path since light intensities are more uniform at the center of the room.
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Table 5.2
RMS error of 3-D system with filtering techniques

Horizontal(m) Vertical(m) Total(m) Time(s)
Raw measurement 0.116 0.086 0.143 NA

Kalman filter 0.084 0.079 0.115 0.46
Particle filter 0.061 0.074 0.096 5.9

GM-SPPF 0.053 0.068 0.086 4.9

Figure 5.8: Cumulative distribution function (CDF) of 3-D positioning errors.

Table 5.3
95% confidence interval errors of the 3-D system and filtering techniques

Horizontal(m) Vertical(m) Total(m)
Raw measurement 0.1413 0.1733 0.2321

Kalman filter 0.1404 0.1660 0.1931
Particle filter 0.1403 0.1483 0.1876

GM-SPPF 0.1245 0.1177 0.1742
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Figure 5.9: CDF of horizontal component errors.

Figure 5.10: CDF of vertical component errors.
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The root mean square (RMS) errors are quantitatively summarized in Table 5.2.
As it can be clearly seen, an overall accuracy of 0.143 m is achieved, and the particle
filter outperforms Kalman filter. In addition, although GM-SPPF slightly improves
the performance, the time consumption decreases to 4.9s.

The CDF of overall, horizontal and vertical positioning errors are shown in
Figs. 5.8 to 5.10, respectively. The performance improvement is significant after
filtering process for both overall and horizontal components, while it is not much
noticeable on the vertical components.

The 95% confidence interval errors are also summarized in Table 5.3. We can see
most of the errors are within 0.2321 m before the filtering is applied, while they are
within 0.1742 m by employing filtering techniques.

SUMMARY
In this chapter three filtering techniques are introduced and applied to remove the
large deviations and achieve a high accuracy. Kalman filtering includes two phases
that only can be used for linear and Gaussian model. Particle filter, as a Monte Carlo
approach, uses a set of particles to approximate the posterior distribution. GM-SPPF
uses a set of Gaussian models to represent the particles.
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6 Three-Dimensional
Positioning Based on
Nonlinear Estimation and
Multiple Receivers

In Chapter 5, the horizontal positioning performance is improved by employing fil-
tering techniques. However, the vertical positioning performance is not noticeably
improved. In this chapter, we first introduce a nonlinear estimation to improve the
positioning performance particularly in the vertical direction.

In addition, in the latter parts of this chapter, multi eye receivers with an overall
wide field-of-view (FOV) are introduced. These receivers, like a fly-eye, have multi-
ple receive photodiodes (PDs) that provide angle of arrival (AOA) diversity that can
be exploited by proper combining of the received signals from different directions of
arrival. This configuration, by the narrow FOV of each multi eye, is resilient to multi-
ple received reflected rays that cause dispersion in high rate data streams. This in turn
improves the positioning accuracy compared to a single receive-eye configuration.

6.1 3-D POSITIONING BASED ON NONLINEAR ESTIMATION
Thus far, the height of receiver has been assumed to be known, so that the coordinates
on the horizontal plane can be calculated. The positioning method in this section
includes two stages. First, the height is presumed in the prediction stage. Second, a
nonlinear estimation is applied in the correction stage to realize three-dimensional
coordinate estimation.

6.1.1 TRUST REGION REFLECTIVE ALGORITHM

Trust region algorithm is a popular solver in the optimization problems [1] which is
stated as

min
x∈ℜn

f (x)

s.t.
ci (x) = 0 i = 1,2, · · ·m

ci (x)≥ 0 i = m+1,m+2, · · ·q
(6.1)

where f (x) is a nonlinear function. If m= q= 0, Eq. (6.1) becomes an unconstrained
problem. Assuming that an approximate solution xk is available at kth iteration, a new
point xk+1 is found in a trusted region near the current solution. The trust region is
enlarged when the current solution fits the problem well; otherwise, it is shrunk. The
iteration stops when the convergence condition is satisfied. The most important part

61
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of a trust region algorithm is to find the trial step, which can be solved by Levenberg-
Marquardt method [2]. This step is expressed by

dk =−
(

J(xk)J(xk)
T +λkI

)−1
J(xk) f (xk) (6.2)

where J(x) is the Jacobi matrix of f (x) and λk ≥ 0 is damping factor adjusted at
each iteration.

The general steps are as follows:

1. A trust region is initialized.
2. An approximate model is set up and the trial step, sk, is found within the trust

region.
3. A cost function is applied to update the next trust region and select new points.

For 2-D situation, the problem is stated as:

1. Set up the 2-D trust region sub-problem as

min
{ 1

2 ST HS+ST g
}

s.t. ‖DS‖< ∆
(6.3)

where H is the Hessian matrix, g is the gradient of f (xcurrent), S is the step, D is a
diagonal scaling matrix, and ∆ is a positive scalar.

2. Solve Eq. (6.2) to determine S.
3. Set x = x+S when f (x+S) < f (x) .
4. Adjust∆.
5. Decide whether the convergence condition is satisfied, if not, go back to step one

for the next iteration.

6.1.2 3-D POSITIONING ALGORITHM

When the height information is not available, we set height h(0) based on the previous
estimate. In Chapter 4, we learned how to estimate the distance di and the horizontal
coordinates X̂=[x̂, ŷ]T . X̂ is used for initialization which will be discussed later.

For a 3-D positioning scenario, trust region reflective algorithm is also used to
find the solution of

min

{
S̃ =

4

∑
i=1

(√
(x− xi)

2 +(y− yi)
2 +(z− zi)

2−di

)2
}

(6.4)

In this case, an initial value X̃(0) =
[
x̃(0), ỹ(0), z̃(0)

]
is first provided and the corre-

sponding S̃(0) is calculated, where X̂ and z̃(0) = zi − h(0) . Second, several points
surrounding X̃(0) are selected and their corresponding S̃(1) are calculated. X̃(1) is up-
dated with the point that minimizes S̃(1). After several iterative steps, X̃ is finally
obtained when S̃ converges. The obtained z̃ is used to set h(0) at the next sampling.
The flow diagram of this algorithm is shown in Fig. 6.1.



3-D Positioning Based on Nonlinear Estimation and Multiple Receivers 63

Figure 6.1: Flow diagram of 3-D positioning algorithm.

Figure 6.2: Total positioning result.
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(a) (b)

Figure 6.3: Positioning result of (a) horizontal and (b) vertical.

Table 6.1
Positioning errors of the proposed algorithm

Horizontal(m) Vertical(m) Total(m)
RMS error 0.0222 0.0120 0.0252

95% Confidence Interval 0.0421 0.0199 0.0432

6.1.3 SIMULATION AND RESULTS

The 3-D positioning result using the introduced nonlinear estimation algorithm is
shown in Fig. 6.2. The horizontal and vertical positioning performance are shown
in Fig. 6.3. As you can see from Fig. 6.3b, the vertical positioning performance
is significantly improved where estimates follow the real path very well. Fig. 6.4
shows the positioning errors cumulative distribution function (CDF) of the overall,
horizontal and vertical coordinates that further confirms the accuracy of the proposed
method. It should be noted that in this method after the horizontal coordinates are
estimated with the presumed vertical coordinates, all the x, y and z coordinates are
fed back into the algorithm for further modification. However, in the previous 3-D
positioning algorithm explained in Chapter 4, only the z coordinate is fed back into
the system to be updated.

The root mean square (RMS) errors and 95% confidence interval errors are also
summarized in Table 6.1. The entire error is just 0.0252 m, and 95% of the errors
are within 0.0432 m. Vertical RMS error is just 0.0120 m, and the 95% confidence
interval error is 0.0199 m.

6.2 3-D POSITIONING BASED ON MULTIPLE RECEIVERS
We have thus far considered indoor positioning techniques using single receiver and
multiple transmitters. A novel concept has been proposed in [3] for integrating visible
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Figure 6.4: CDF curve of the 3-D positioning results.

light communication (VLC) with 3-D indoor positioning using a single transmitter
and multiple tilted optical receivers. On the receiver side, three tilted optical receivers
are gathered in a circle of 3 cm diameter. Based on the received signal strength (RSS)
and AOA, 3-D positioning can be achieved.

The structure of receivers used in this method is shown in Fig. 6.5. As can be
seen, there are three receivers, Rx1, Rx2 and Rx3, with different orientations. These
receivers have the same polar angle 10◦ but different azimuth angles as 90◦, 210◦

and 330◦, respectively.
The vertical view of the receiver is shown in Fig. 6.6. Three receivers which have

a diameter of 1 cm are gathered in a circle of radius 1.5 cm. Also, the distance from
the center of device to the center of receiver is 1 cm.

6.2.1 3-D POSITIONING ALGORITHMS

As mentioned in the previous chapters, RSS and AOA are the main positioning al-
gorithms used in indoor VLC localization. In this section, we will first explain these
methods in detail. Then, in contrast with conventional methods deploying single re-
ceiver and multiple transmitters for RSS and AOA algorithms, we employ multiple
receivers and also combine these two methods to improve 3-D positioning.

6.2.1.1 Received Signal Strength Method
As discussed in Chapter 3, the main idea of RSS technique is using the attenuation
of emitted signal strength to estimate the distance of the receiver from some set of
transmitters. Since the positions of transmitters are fixed and known by the mobile
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Figure 6.5: Structure of multiple tilted and separated optical receivers [4].

Figure 6.6: Vertical view of the receiver.
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Figure 6.7: Principle of RSS.

device, it is able to obtain the location of receiver according to some geometric re-
lationships and the estimated distances. Signal attenuation-based methods attempt to
calculate the distance from the transmitter to receiver according to signal path loss
in propagation.

In a two-dimensional space, the location of target can be determined by estimating
the distances from receiver to three reference transmitters [5]. As shown in Fig. 6.7,
the estimated horizontal distances from the receiver to transmitters are denoted by
dA, dB and dC. There are three circles which have radius of dA, dB and dC. Also, the
center of each circle is located at the transmitter or light emitting diode (LED) A,
B and C, correspondingly. Then, the target should be located at the intersection of
these three circles. Mathematically, the location of target, i.e., (x̃, ỹ) can be obtained
by solving the following set of quadratic equations,

(x̃− xA)
2 +(ỹ− yA)

2 = d2
A

(x̃− xB)
2 +(ỹ− yB)

2 = d2
B

(x̃− xC)
2 +(ỹ− yC)

2 = d2
C

(6.5)

where (xA,yA), (xB,yB) and (xC,yC) are the horizontal coordinates of the fixed trans-
mitters or LED bulbs. However, the set of equations in Eq. (6.5) may not have a fea-
sible solution. Nevertheless, linear least square estimation (LLSE) can be applied to
obtain reliable results when the distances from receiver to transmitters are known [6].
By applying LLSE, the location of receiver can be estimated with at least three line-
of-sight (LoS) links.
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When it comes to three-dimensional space, the trilateration approach is applied
the same way as in 2-D algorithm. However, there is one more coordinate, i.e., z̃ ,
which is the height of the receiver to determine. Hence, three equations as well as
LoS links are required in this case.

(x̃− xA)
2 +(ỹ− yA)

2 +(z̃− zA)
2 = d2

A
(x̃− xB)

2 +(ỹ− yB)
2 +(z̃− zB)

2 = d2
B

(x̃− xC)
2 +(ỹ− yC)

2 +(z̃− zC)
2 = d2

C

(6.6)

Since all LED bulbs are attached to the ceiling, they have the same heights. There-
fore, zA, zB and zC have the same value and determining the horizontal coordinates,
x̃ and ỹ is equivalent to solving the following equations,{

2 [x̃(xB− xA)+ ỹ(yB− yA)] =
(
d2

A−d2
B
)
+
(
x2

B− x2
A

)
+
(
y2

B− y2
A

)
2 [x̃(xC− xA)+ ỹ(yC− yA)] =

(
d2

A−d2
C

)
+
(
x2

C− x2
A

)
+
(
y2

C− y2
A

) (6.7)

After obtaining the horizontal coordinates, x̃ and ỹ, we can plug them in the first
equation of Eq. (6.6). This procedure yields a quadratic equation of z̃,

(z̃− zA) = d2
A− (x̃− xA)

2− (ỹ− yA)
2 (6.8)

As x̃ and ỹ are already known in Eq. (6.8), it is easy to obtain the value of z̃. Typically,
there are two possible solutions of z̃ that one of them is larger than zA and the other
one is smaller than zA. Since zA is the height of ceiling, the height of receiver cannot
be higher than zA. Thus, we can simply pick the smaller solution giving us

z̃ = zA−
√

d2
A− (x̃− xA)

2− (ỹ− yA)
2 (6.9)

In [6–9], the receiving plane and transmitting plane are assumed to be parallel
with each other. Based on this assumption, the irradiance angle φ and incidence
angle ψ will have the same value. In this case, the distances from the receiver to
LED bulbs dA, dB and dC can be easily calculated according to the received optical
power from different LED bulbs [7]. However, it is not guaranteed φ and ψ are equal.
Hence, it is hard to calculate the distances dA, dB and dC in general cases.

Let n = [nx,ny,nz] denote the normal direction of the receiver. Since the heights
of all LED bulbs are the same, we denote the difference of height between the re-
ceiver and transmitters as h = zA− z̃. When LoS links exist for three transmitters, the
variables x̃, ỹ and h satisfy the following set of quartic equations,

Q1

[
(x̃− xA)

2 +(ỹ− yA)
2 +h2

]2
= nxh(xA− x̃)+nyh(yA− ỹ)+nzh2

Q2

[
(x̃− xB)

2 +(ỹ− yB)
2 +h2

]2
= nxh(xB− x̃)+nyh(yB− ỹ)+nzh2

Q3

[
(x̃− xC)

2 +(ỹ− yC)
2 +h2

]2
= nxh(xC− x̃)+nyh(yC− ỹ)+nzh2

(6.10)
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Figure 6.8: Principle of combined RSS and AoA.

In the equations above, Q1, Q2, Q3 are constants given by

Qi =
πPi

Ts (ψ)g(ψ)Pt
, i = 1,2,3 (6.11)

where Pi is the received signal strength from the ith transmitter, Pt is the transmitted
power, Ts (ψ) = 1 is the gain of optical filter, g(ψ) = 1.52/sin2 (70◦) is the com-
pound parabolic concentrator (CPC) gain at the receiver. Even though the equations
in Eq. (6.10) can be solved numerically, the computational complexity of solving
such high order equations is quite high.

Because visible light is not able to penetrate the walls or obstacles, there will be no
interference among different rooms. In addition, the LoS component dominates the
received optical power. Therefore, RSS is a practical and suitable approach in indoor
positioning systems using visible light. However, the conventional RSS method used
in [6, 7, 10] has some drawbacks. Since an RSS method requires at least three LoS
links, the accuracy will be impaired significantly if the number of LoS links is less
than three. Moreover, the coordinate of target is very difficult to obtain when the
receiving and transmitting planes are not parallel. Therefore, the conventional RSS
method may not be robust enough in general cases.

6.2.1.2 Angle of Arrival Method
Different from RSS, AOA belongs to angulation techniques. In AOA, the location of
the desired target can be found by the intersection of several pairs of angle direction
lines [11]. As shown in Fig. 6.8, AOA methods may use at least two known reference
points, A and B, and two measured angles, θ1 and θ2 to derive the 2-D location of the
target. Beamforming is applied to achieve AOA method in radio frequency (RF) [15].
As for visible light, image sensors are utilized to estimate the angle of arrival [12,13].
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By utilizing image sensor(s) or the camera in smartphones, different colors of
LED [12] or different patterns [13] of LED array can be detected. As the orientation
of the receiver or camera inclination can be obtained using accelerometer and/or gy-
roscope, the relative direction of LED bulbs respect to the receiver can be estimated.
AOA method uses image sensor(s) or camera to estimate the camera position and
azimuth based on the 3D-to-2D point corresponding with feature points of an image
as well as the inclination measured by the sensor [14].

Given camera inclination, the 2D positions of the detected LED bulbs on the im-
age and the 3D coordinates of these LED bulbs, the 3D position of target (x̃, ỹ, z̃) can
be obtained using simple linear matrix operations. The set of solution (x̃, ỹ, z̃) satis-
fies the orthonormal constraint which minimizes the reprojection errors [14]. Thus,
time-consuming nonlinear optimization is not required in this case. Moreover, AOA
method only requires at least two LoS links when the transmitters are located in the
same horizontal plane [14].

Compared to RSS, AOA needs less LoS links and much lower computational
costs. Since real-time performances are essential in indoor positioning systems, low
computational complexity is an indispensable property. When the LED bulbs can be
detected, AOA method using camera or image sensor(s) outperforms conventional
RSS method using PD. Nevertheless, the resolution of image is sensitive to the mo-
tion of human body. Blurring images will enlarge the estimation error significantly.
Besides, distance is another major limitation for AOA method. The accuracy of de-
tecting LED bulbs is strongly affected by distance. To address the drawbacks of AOA
and RSS methods, we will introduce a hybrid AOA and RSS method in the following.

6.2.1.3 Combined RSS and AoA Using Multiple Receivers

In Section 6.2.1.1, the basic concepts of RSS and AOA were introduced. In this
subsection, we will develop an approach combining RSS and AOA and using mul-
tiple receivers. As for the receiver side, three tilted identical detectors (PDs) are
deployed. In this approach, one single transmitter will be enough for the estimation
of the receiver’s location if the LoS link exists. By employing relationships among
the received optical power of different detectors, the angle direction line between the
receiver and LED bulb can be obtained. Then, we can easily get the incidence angle
ψ and irradiance angle φ . At last, the distance between receiver and transmitter d
can be derived according to Eqs. (2.6) and (2.7).

Now, we have determined the angle direction line and the distance d between the
receiver and LED bulb. In a three-dimensional space, the set of points which has a
distance d to the LED bulb will form a spherical surface centered at the LED bulb.
Hence, the target should be located at the intersection of the angle direction line and
the spherical surface as shown in Fig. 6.8.

There are three identical separate receivers (Rx1, Rx2 and Rx3) at the receiver side.
The orientations of the detectors in the three-dimensional space are denoted by three
unit vectors as r1 = [x1,y1,z1], r2 = [x2,y2,z2] and r3 = [x3,y3,z3]. Also, v̂ = [x̂, ŷ, ẑ]
is the unit vector denoting the orientation of the angle direction line from the receiver
to transmitter.
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We can assume that the receivers in the device are located at the same place as
they are quite close to each other. Under this assumption, the distance between the
receiver and transmitter (d) and the irradiance angle (φ ) are exactly the same for
different receivers. In addition, the physical areas (A) of these detectors are also
identical to each other. For the system under consideration, the concentrator gain
g(ψ) and the gain of optical filter Ts (ψ) are constant. Therefore, the only different
term in the direct current (DC) gain of different detectors is cos(ψ).

Given that LoS link exists for all three receivers and the Lambertian order m = 1,
we can obtain 

x1x̂+ y1ŷ+ z1ẑ = cos(ψ1)

x2x̂+ y2ŷ+ z2ẑ = cos(ψ1)
P2
P1

x3x̂+ y3ŷ+ z3ẑ = cos(ψ1)
P3
P1

x̂2 + ŷ2 + ẑ2 = 1

(6.12)

where P1, P2 and P3 are the received optical power of direct light at receivers Rx1,
Rx2 and Rx3, respectively. If we express the first three equations above in the matrix
form, we can obtain x1 y1 z1

x2 y2 z2
x3 y3 z3

x̂
ŷ
ẑ

= cos(ψ1)

 1
P2
P1
P3
P1

 (6.13)

In Eqs. (6.12) and (6.13), we actually use the concepts of dot product. Recall that the
dot product of two vectors a and b is equal to ‖a‖ ‖b‖cos(θ), where ‖a‖ and ‖b‖
are the magnitudes of a and b, and θ is the angle between vector a and b.

Since the three vectors r1 = [x1,y1,z1], r2 = [x2,y2,z2] and r3 = [x3,y3,z3] are
not in the same plane, the rows of 3-by-3 matrix are linear independent in Eq. (6.13).
Because the FOV ψc is smaller than 90◦, and the incidence angle ψ is always smaller
than FOV, the value of cos(ψ) is always larger than 0. Therefore, it is ensured that
there exists unique x̂, ŷ, ẑ and cos(ψ1) satisfying the constraint x̂2 + ŷ2 + ẑ2 = 1.

After obtaining the orientation of angle direction line v̂ = [x̂, ŷ, ẑ], we can substi-
tute it into the equation x1x̂+y1ŷ+z1ẑ= cos(ψ1) and get the value of cos(ψ1). Also,
we can calculate the value of cos(φ) easily as

cos(φ) =
√

1− ẑ2. (6.14)

When the Lambertian order m = 1, the distance between receiver and transmitter
d can be derived according to Eqs. (2.6) and (2.7) as

d =

√
Pt

πP1
Acos(φ)Ts (ψ1)g(ψ1)cos(ψ1). (6.15)

The location of target (xR,yR,zR) can be then determined based on the distance d,
the orientation of angle direction line v̂ and the position of LED bulb (xT ,yT ,zT )

(xR,yR,zR) = (xT ,yT ,zT )−dv̂ (6.16)
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In the previous derivations, we assume the positions of receivers as the center
of the device. Nevertheless, this assumption will enhance the positioning error to
some extent. To address this issue, we introduce a simple but effective iterative al-
gorithm to adjust the estimated position. At first, we consider the position obtained
in Eq. (6.16) as the initial position

(
x(0),y(0),z(0)

)
for the center of device in the

adjustment process. In the ith iteration, we calculate the real DC gains at current po-
sition

(
x(i−1),y(i−1),z(i−1)

)
according to the Lambertian model, denoted by P′1, P′1

and P′1. Also, we need to calculate the assumed DC gain P̄
′
k, (k = 1,2,3) at the po-

sition
(
x(i−1),y(i−1),z(i−1)

)
according to the measured DC gain P1, P2 and P3. When

the center of device is located at
(
x(i−1),y(i−1),z(i−1)

)
, we denote the real DC gain at

the center of device as Gc, and the real DC gain at the kth (k = 1,2,3) receiver as Gk.
Then, we can obtain

P̄k = Pk
Gc

Gk
k = 1,2,3. (6.17)

Now, we can treat P̄k as the measured DC gain of the kth receiver Pk and solve
the linear equations in Eq. (6.13). In this way, we will get the updated orientation
of angle direction line

[
x̂(i), ŷ(i), ẑ(i)

]
. This procedure aims to find the optimal an-

gle direction line when the distance from the transmitter to the center of device is
d(i−1). Then, we keep the distance d(i−1) and apply the updated angle direction line[
x̂(i), ŷ(i), ẑ(i)

]
to obtain a temporary position (xs,ys,zs). The DC gain P̄

′
k (k = 1,2,3)

at the position (xs,ys,zs) is calculated again by Eq. (6.17). In addition, the real DC
gain of the receivers P

′
k (k = 1,2,3) at the position (xs,ys,zs) can be derived from

the Lambertian model. In the next step, we try to find an appropriate distance d(i)
minimizing the difference between P̄

′
k and P

′
k. When the angle direction line remains

unchanged, the irradiance angle ψ and incidence angle φ do not change either. Under
this circumstance, the DC gain P

′
k is in proportion to 1/d2. In order to decrease the

difference between P
′
k and P̄

′
k, it is reasonable to make P

′
k satisfy

3

∑
k=1

P̄
′
k =

3

∑
k=1

P
′
k. (6.18)

Therefore, we can update the distance d as

d(i) = d(i−1)

√
∑

3
k=1 P̄′k

∑
3
k=1 P′k

. (6.19)

The pseudocode for this iterative algorithm is shown in Table 6.2. In conclusion, each
iteration can be decomposed into two steps. At first, find the optimal angle direction
line at a fixed distance. Secondly, keep the angle direction line and find an optimal
distance. If the distance between the point obtained in the (i−1)th iteration and the ith

iteration is less than a small positive number ε or the number of iterations exceeds a
specific integer, the adjustment algorithm will stop. If the algorithm doesn’t converge
at last, the estimated position will be regarded as an unreliable estimation.
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Table 6.2
Pseudocode for adjusting the estimated position

Data
Measured DC gain of the receivers, P1, P2 and P3
Initial position (x(0) ,y(0) ,z(0))
Initial orientation of angle direction line r0 = [x̂(0) , ŷ(0) , ẑ(0)]
Orientations of receivers rk = [xk,yk,zk] k = 1,2,3
Position of the transmitter (xT ,yT ,zT )
Result:
The adjusted position of receiver (xR,yR,zR)

Initialization;
i=0;
while step > ε , i < maxIter do

1. Calculate the DC gain P̄k (k = 1,2,3) at the position (x(i−1) ,y(i−1) ,z(i−1)) ac-
cording to the measured DC gain Pk (k = 1,2,3), the real DC gain at the receiver Gk
(k = 1,2,3) and the real DC gain at the center of device Gc;

2. Solve the following set of linear equations and obtain the updated angle direction line
[x̂(i) , ŷ(i) , ẑ(i) , ] x1 y1 z1

x2 y2 z2
x3 y3 z3

x̂(i)
ŷ(i)
ẑ(i)

=

P̄1
P̄2
P̄3


3. Obtain a temporary estimated position

(xs,ys,zs)← (xT ,yT ,zT )−d(i−1)

(
x̂(i), ŷ(i), ẑ(i)

)
4. Calculate the supposed DC gain P̄

′

k (k = 1,2,3) at the position (x(i−1) ,
y(i−1) ,z(i−1)) according to the measured DC gain Pk (k = 1,2,3), the real DC
gain at the receiver Gk (k = 1,2,3) and the real DC gain at the center of device Gc.

5. Calculate the real DC gain of the receivers at the position (xs,ys,zs) according to
Lambertian model, denoted by P

′

k (k = 1,2,3)

6. Update the distance

d(i)← d(i−1)

√
P̄′1 + P̄′2 + P̄′3
P′1 +P′2 +P′3

7. Update the position(
x(i),y(i),z(i)

)
← (xT ,yT ,zT )−d(i)

(
x̂(i), ŷ(i), ẑ(i)

)
8. step←

√(
x(i)− x(i−1)

)2
+
(

y(i)− y(i−1)

)2
+
(

z(i)− z(i−1)

)2

9. i← i+1

end
return

(
x(i),y(i),z(i)

)
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Table 6.3
Simulation results for the proposed positioning system

Configuration I Configuration II

Location of Transmitters

(0.05,0.05,3.5) (2,2,3.5)
(0.05,5.95,3.5) (2,4,3.5)
(5.95,0.05,3.5) (4,2,3.5)
(5.95,5.95,3.5) (4,4,3.5)

Mean Estimation Error Before Adjustment 0.1148 m 0.0882 m
Mean Estimation Error After Adjustment 0.0284 m 0.0080 m

Average Availability Rate 99.98% 93.65%

Previously, there are also some works applying combined RSS and AOA [3, 15]
in the indoor positioning systems using visible light. In [3], the experiments have
obtained an average error distance less than 3 cm and maximum error distance less
than 6 cm in a 2 m×2 m×2.5 m room. However, the channel model observed in [3]
doesn’t accord with the Lambertian model. Instead, exponential model was more
suitable in the experiments of [3]. Nevertheless, Lambertian model is suitable for
VLC systems using LED [16–18].

In this section, we develop the combined RSS and AOA method where the channel
is characterized by Lambertian model. In addition, only one transmitter is deployed
in previous works [3]. In this case, the device will not be able to estimate the posi-
tion if an arbitrary receiver does not have the LoS link. Therefore, we deploy four
transmitters in the proposed system. With appropriate placement of transmitters, the
probability that the device is not able to access LoS links will become very low.

In the combined RSS and AOA method, image sensors or camera are not used as
receiver. Therefore, the motion of human will not bring any troubles to the detec-
tion of LED sources. When the LoS links exist, we can simply estimate the angle of
arrival based on the power differences among different receivers. And the computa-
tional complexity is dominated by solving the set of linear equations in Eq. (6.10).
Compared with conventional RSS method, the computational complexity is much
lower in the combined RSS and AOA method even if the receiving plane is not par-
allel with the transmitting plane. Therefore, the combined RSS and AOA method
outperforms conventional RSS and AOA method in both robustness and computa-
tional complexity.

6.2.2 SIMULATION AND RESULTS

In the computer simulation, the room size is 6 m× 6 m× 3.5 m, and there are
totally four receivers which have two sets of locations. In terms of the first
set, the coordinates of transmitter locations are (0.05,0.05,3.5), (0.05,5.95,3.5),
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(a) (b)

Figure 6.9: Availability rate of (a) Configuration I, and (b) Configuration II.

(5.95,0.05,3.5) and (5.95,5.95,3.5). In terms of the second set, the coordinates
of transmitter locations are (2,2,3.5), (2,4,3.5), (4,2,3.5) and (4,4,3.5). Besides,
we also assume that the orientations (ri = [xi,yi,zi], i = 1,2,3) of the receivers are
measured by the gyroscope and/or accelerometers. Considering the height of human
hands, the height of the device is generated randomly from 1.0 m to 1.4 m. When
it comes to the horizontal locations, the coordinates of x-axis and y-axis are ranged
from 0.05 m to 5.95 m where the distance between adjacent points is 0.1 m. Typi-
cally, the elevation angle is larger than 0 when people are looking at the screen of
their mobile devices. Thus, the elevation angle of the device is randomly generated
from 45◦ to 90◦. As for the azimuth angle of the device, it can be any value from 0◦

to 360◦. Hence, we generate the azimuth angle from a uniform random variable from
0◦. Moreover, the elevation angle of transmitters is −90◦. Under this circumstance,
the main simulation results are shown in Table 6.3.

The simulation is repeated for 5000 times, then the average availability rate and
positioning error at each point in the horizontal plane are obtained. The device is
able to estimate its position when all three receivers are able to get access to LoS
links from any transmitter. If more than one transmitter is available, the device will
estimate the position based on all available transmitters and apply the weighted av-
erage of all estimate positions, where the weight is the average DC gain from the
corresponding transmitter.

At first, we will discuss the availability rate of the system. As for Configuration
I, transmitters are located at the corners of the room and the average availability rate
is very close to 100%. Shown in Fig. 6.9, the availability rate of Configuration I is
100% at most locations. The minimum available rate around 99.25% occurs at four
locations (0.55, 0.75), (0.75, 5.55), (5.15, 0.45) and (0.45, 5.25). As for Configuration
II, transmitters are located near the center of the room and the average availability
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(a) (b)

Figure 6.10: Positioning error before adjustment for (a) Configuration I, and
(b) Configuration II.

rate comes down to 93.65%. The minimum available rate around 70.90% occurs at
four corners of the room (0.05, 0.05), (0.05, 5.95), (5.95, 0.25) and (5.95, 5.95).

Then, we will talk about the positioning error in the proposed system. As it shows
in Fig. 6.10, the average positioning error before adjustment for Configuration I is
0.1148 m and for Configuration II is 0.0882 m. In terms of the maximum position-
ing error, it is 0.1380 m for Configuration I, occurring at (1.35,3.65). Furthermore,
the maximum positioning error before adjustment for Configuration II is 0.2880m,
occurring at the corner (0.05, 0.05). After adjustment, the positioning error for Con-
figuration I is reduced to 0.0284 m and the positioning error for Configuration I
comes down to 0.0080 m. In addition, the maximum positioning error for Configura-
tion II is 0.0746 m, which is much larger than the average value. Still, the maximum
positioning error is yielded at the corner (0.05, 0.05) in Configuration II. In terms of
Configuration I, the maximum positioning error is improved to 0.0498 m yielded at
(2.95, 3.15) which is near the center of the room.

From Fig. 6.10 and Fig. 6.11, we can observe that the maximum positioning error
is obtained when the distance between the transmitter and receiver approaches the
maximum, and vice versa. In terms of Configuration I, the receivers are far from the
transmitters when the device is located at the center of the room. But the receivers are
more likely to get access to LoS links from different transmitters when the receivers
are located at the center of the room. For Configuration II, no transmitter is near the
corners. Also, it is hard to get reliable LoS links from different transmitters when
the device is located at the corners. Therefore, both the positioning error and avail-
ability rate have poor performances in Configuration II as the device is located at the
corners. Consequently, the maximum positioning error is higher in Configuration II.
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(a) (b)

Figure 6.11: Positioning error after adjustment for (a) Configuration I, and
(b) Configuration II.

SUMMARY

In this chapter, a nonlinear model is constructed for the 3-D scenario. This technique
better approximates the real situation when the height of the receiver is unknown.
The trust region reflective algorithm acts as the solver.

Also in this chapter, a 3-D positioning algorithm combined RSS and AOA using
multiple receivers were presented. This approach estimates the angle of arrival based
on the power differences between different receivers. It is able to estimate the posi-
tion when all three receivers are able to get access to LoS links from any transmitter.
We tried two different configurations that have receivers placed at different locations
in the simulation. The availability rates and average positioning error were obtained.
It turns out that the available rates are higher than 90% for both configurations. When
the transmitters are located at the corners, it achieves an availability rate of 99.98%.

In the proposed 3-D positioning algorithm, the positions of receivers are first pre-
sumed to be the center of device where unsatisfactory average positioning errors
around 10 cm are obtained. In order to improve the positioning accuracy, an algo-
rithm of position adjustment was developed. After adjusting, the estimated position
iteratively, the average positioning error drops down to 2.84 cm and 0.80 cm for dif-
ferent configurations. Also, the maximum estimation error is 4.98 cm and 7.46 cm,
respectively.
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7 Impact of Multipath
Reflections

In the previous chapters, all the research results are based on a line-of-sight (LoS)
link, which is not feasible to track without added complexity in an indoors environ-
ment with millions of reflective rays from the surfaces of ceilings, walls, furniture
or even shiny floors. Introducing the imaging (fly-eye) receivers in the latter parts of
Chapter 6, this problem is alleviated due to the narrow field-of-view (FOV) of the
individual eyes of the photodiodes (PDs).

In this chapter, for simplicity and economics of receiver design, we will again
assume a single eye PD receiver per receiving terminal of the handset. Therefore,
the multiple reflected rays cause severe multiple paths, and the receiver again will
become dispersion-limited at higher transmit rates. This will severely limit the accu-
racy of the positioning operation and this is neglected in the majority of the reports
that make a single received ray assumption.

As shown in Fig. 7.1, a multipath propagation phenomenon exists in the indoor
wireless communications, i.e., the signals reach the receiver through more than one
path. Multipath reflections degrade the communication quality as well as positioning
accuracy. In this chapter, we will study the impact of multipath reflections on the
positioning accuracy.

7.1 IMPULSE RESPONSE

Impulse response that usually characterizes the linear time-invariant (LTI) system,
is used to describe the multipath reflections. When the input is a single, ideal Dirac
pulse of electromagnetic power, its output is named as impulse response to describe
the system with a function of time. Assume the transmitted signal is x(t), with the
knowledge of impulse response h(t), the received signal can be expressed as:

y(t) = h(t)∗ x(t) (7.1)

Fig. 7.2 is an example of impulse response in frequency and time domains. Both
experiment and simulation methods have been proposed to analyze the multipath
reflections in the indoor optical wireless communication systems. Experimentally,
the frequency response is measured first and then time domain response is obtained
by applying inverse Fourier transform [1]. Simulation methods have been also pro-
posed with different algorithms. In the following part, deterministic methods, modi-
fied Monte Carlo methods (MMC) and combined deterministic and combined deter-
ministic and modified Monte Carlo (CDMMC) are explained.

79
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Figure 7.1: Geometry used to describe the multiple-reflection propagation.

(a) (b)

Figure 7.2: Example of impulse response in (a) frequency domain, and (b) time
domain.
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Figure 7.3: Flow diagram of Barry’s approach.

7.2 DETERMINISTIC APPROACH

A deterministic approach has been proposed by Barry et al. where the surfaces of the
entire room such as the walls, ceiling, floor, furniture are divided into small reflecting
elements [2]. The LoS signal is calculated directly with the channel direct current
(DC) gain as mentioned in Chapter 2. In order to calculate the first reflections, each
reflecting element is considered as a receiver, and the received power from the LoS
link is calculated.

The travelling times to the receivers are also recorded. These elements are then
considered as separate transmitters, and their transmitted power is the received power
degraded by the reflection coefficient. The power to the primary receiver, i.e., PD,
from these elements through LoS link is calculated, and the travelling time is com-
puted. The impulse response for the first reflections are calculated which includes
the entire travelling time and received power.

To calculate the second reflections, each small reflector is considered as a receiver,
and then all the other reflectors are considered as the transmitter. Similar to the calcu-
lation of first reflections, the received power of the PD is calculated when these small
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Figure 7.4: Flow diagram of the MMC method.

reflectors are considered as transmitters again. The entire travelling time is recorded.
In this recursive way, subsequent contribution of reflections can be calculated. The
smaller the reflecting elements are, the higher the approximation accuracy is. How-
ever, the computing time will increase considerably when the reflecting elements
are smaller. Computing time increases tremendously after three orders of reflections
with Barry’s algorithm. Therefore, modification is needed to reduce the computa-
tional cost, especially in high-speed communication systems where higher order of
reflections should be considered. The flow diagram of Barry’s method is shown in
Fig. 7.3.

7.3 MMC APPROACH

In order to decrease the computation time, an iterative approach named as Monte
Carlo ray-tracking has been proposed [3]. In this method, the Lambertian pattern of
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the light emitting diode (LED) emission is treated as the probability density function
(PDF). Rays are generated with equal optical power from the source and their direc-
tions follow the PDF. When each ray hits the surface of the room, the contact point
is considered as a new source. New rays are generated from the new sources where
their directions are generated randomly with the PDF and the power is reduced con-
sidering the reflectivity of the surface. The number of reflections is not limited as
that of the deterministic method. However, the number of rays that finally reach the
receiver is not large enough, which makes it necessary to generate a large number of
rays resulting in a high computational cost.

As a solution, MMC approach has been proposed [4]. One ray to the receiver is
generated from each source so that the number of rays from the source is reduced.
This approach is fast but the calculated impulse response is not accurate enough con-
sidering variances are induced by the randomness of the directions of the rays. The
variance can be reduced by increasing the number of rays, which in return brings up
computation time. As MMC algorithm can be executed in parallel, the total compu-
tation time can be further reduced. The flow diagram of the MMC approach is shown
in Fig. 7.4.

7.4 CDMMC METHOD

Barry’s method is accurate while it suffers from extensive computation. On the other
hand, the MMC algorithm speeds up the computation while the variances degrade the
estimation accuracy. Therefore, a novel approach named CDMMC method, which
has the advantages of the two proposed algorithms, has been proposed [5]. In this
method, since the contribution of first reflections to the total impulse response is
significant, they are calculated by Barry’s method to ensure the accuracy. The con-
tributions of the subsequent reflections are estimated by MMC method, where the
computation time is decreased. Although MMC is not accurate enough, less power
is remained after the first reflections so that the variance is acceptable. As there are
many small reflection elements, the rays generated from each element do not need to
be large in energy. This method is done as follows:

1. Divide the room surfaces into many small square elements, each of which has an
area that is equal to the PD-receiving area.

2. The received power of the PD from the LED is calculated and the travelling time
is recorded. The vector including power and time is considered as the LoS contri-
bution to the total impulse response.

3. The small elements act as the receivers, and the received power is

P(0)
received = H (0)P(0)

source (7.2)

where P(0)
source is the power emitted from the LED transmitter. In Eq. (7.2), H(0)

is the channel DC gain and P(0)
received is the received power of each small element.

The travelling time is also tracked for each link.
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4. Each of these small elements is considered as a point source again

P(1)
source = ρsurfaceP(0)

received (7.3)

where ρsurface is the reflection coefficient of the surfaces such as ceiling, floor and
walls.

5. The received power of PD from each small element transmitter is calculated and
the travelling time is recorded. These vectors including power and time are treated
as the contribution of first reflections to the total impulse response.

6. MMC method is employed and N rays are generated from each small element
transmitter sharing the equal power Pray = P(1)

source/N. The PDF of the rays’ direc-
tions follows

f (α,β ) =
m+1

2π
cosm(α) (7.4)

In Eq. (7.4), α is the angle between z-axis and the ray vector, β is the angle be-
tween projection of the ray vector on the X-Y plane and X-axis, and m is the Lam-
bertian order. In Fig. 7.5, the origin point is each ray’s point source and the X-Y
plane represents the surface plane of the source. Note that Eq. (7.4) is independent
of β . These rays hit the surface of the room with power P(1)

received = H (0)P(1)
source.

The travelling time is tracked. The impact points are considered as new transmit-
ters, where the power of these transmitters is

P(2)
source =

ρsurfaceP(1)
received

N
(7.5)

One of the rays hits the PD, so the received power as well as the entire travelling
time is recorded. In this way, the contributions of the second reflections are calcu-
lated. The other N− 1 rays have the directions following the same PDF. Therefore,
the subsequent reflections can be calculated iteratively.

Fig. 7.6 shows the flow diagram of the CDMMC method. The impulse response
of the channel is computed by adding up all the contributions from LoS and each
order of reflections [6, 7].

7.5 ANALYSIS OF IMPULSE RESPONSE
Consider that an entire room should be simulated including the corners and edges.
We use a new model instead of just a cell. As shown in Fig. 7.7a, in our model,
sixteen LEDs are installed on the ceiling of the room. Fig. 7.7b shows a bird’s-eye
view of the system model. The circles show the locations of all the LED bulbs, and
the three selected locations marked with squares represent corner, edge and center.
The area within the dashed line is the inside region, while the remaining area is
considered as the outside region.

There are six reflection surfaces of the room, i.e., four walls, one ceiling and one
floor, and they are assumed perpendicular to each other. The reflection coefficients
are assumed to be fixed considering the material of the room surface and the 420 nm
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Figure 7.5: Coordinate system of a random ray.

Figure 7.6: Flow diagram of the CDMMC method.
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(a) (b)

Figure 7.7: (a) System configuration. (b) Bird’s-eye view.

Table 7.1
System parameters

Room Dimensions Reflection Coefficients Transmitter
Wavelength: 420 nm

Length: 8 m ρwalls : 0.66 Height: 3.3 m
Width: 8 m ρCeiling :0.35 Lambertian Mode: 1

Height: 3.5 m ρFloor :0.60 Elevation: −90◦

Azimuth: 0◦

Horizontal Coordinates of LED Bulbs Receiver
(1.0, 1.0), (1.0, 3.0), (1.0, 5.0), (1.0, 7.0) Area: A = 10−4m2

(3.0, 1.0), (3.0, 3.0), (3.0, 5.0), (3.0, 7.0) Height: 1.2 m
(5.0, 1.0), (5.0, 3.0), (5.0, 5.0), (5.0, 7.0) Elevation: 90◦

(7.0, 1.0), (7.0, 3.0), (7.0, 5.0), (7.0, 7.0) Azimuth: 0◦
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Figure 7.8: Impulse response of each reflection order at Location A.

light source. The transmitters are assumed as point sources and located at the height
of 3.3 m considering the practical installation. The distance between the transmitters
is assumed 2 m. As the transmitters are facing downwards, the azimuth angle is 0◦

and the elevation angle is −90◦. The receiver is facing upwards. Thus, the azimuth
angle is 0◦ and the elevation angle is 90◦. The receiving area of the PD is 10−4m2,
with 70◦ FOV. The parameters of the model are summarized in Table 7.1.

Three typical locations are selected to analyze the effect of multipath reflections.
Considering that the positioning system is low data rate, three orders of reflections
are calculated. Location A with coordinates of (0 m, 0 m, 1.2 m) represents a point at
the corner of the room, where the scatterings and reflections are severe. Location B
with coordinates of (4 m, 0 m, 1.2 m) represents a point at the edge of the room, right
beside the wall, where reflections are medium. Location C with coordinates of (4 m,
4 m, 1.2 m) represents central point where the effect of multipath reflections becomes
weak. Considering the symmetrical property of the room, the impulse responses from
the transmitter located at (3 m, 3 m, 3.3 m) are investigated at the three selected
locations. The contribution of the LoS and the first three reflections are shown in
Figs. 7.8 to 7.10.

Particularly, Fig. 7.8 demonstrates the impulse response of each reflection order
at Location A. The impulse response amplitude of reflections is comparable to that
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Figure 7.9: Impulse response of each reflection order at Location B.

Figure 7.10: Impulse response of each reflection order at Location C.
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Figure 7.11: Received power from each LED bulb at Location A.

of LoS resulting in large positioning errors. Fig. 7.9 shows the impulse response of
each reflection order at Location B. The amplitude of the reflections significantly
decreases compared to Location A, and thus positioning accuracy is expected to
be better than that at Location A. As shown in Fig. 7.10, at Location C, the LoS
component almost dominates the total impulse response, and the amplitude of the
reflections is negligible. Therefore, the positioning performance is expected to be
less affected by multipath reflections.

7.6 POWER INTENSITY DISTRIBUTION ANALYSIS

As received signal strength (RSS) information is used to estimate the distance be-
tween a transmitter and receiver, the received power from each transmitter directly
affects positioning performance. In this sub-section, we investigate received power
from different LED transmitters at each reflection order for the three selected lo-
cations. Fig. 7.11 through Fig. 7.13 present the highest six received power values
for the selected locations inside the room in descending order. The received power
of each reflection order at the corner point is shown in Fig. 7.11. As can be seen
clearly, only for the first LED, the LoS power value is much greater than that of the
reflections. However, for the other five LED signals, the reflection components are
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Figure 7.12: Received power from each LED bulb at Location B.

comparable to the LoS component. The reflection components affect positioning ac-
curacy since only direct power attenuation from the transmitter is considered in the
distance estimation.

Fig. 7.12 shows the received power of each reflection order at Location B. It
is apparent that the received LoS power value is much greater than the received
reflection power values from the first two LED transmitters. For the other four LED
signals, the LoS power value significantly decreases, but it is still more than the
reflection components. Therefore, the positioning error is expected to be smaller than
that at Location A.

Fig. 7.13 shows the received power of each reflection order at Location C. For the
first four strongest LED signals, the reflection components are negligible compared
to the LoS component. Although for the other two LED signals, the LoS power
value remarkably decreases, it is still much more than the reflection components.
Therefore, the central point is expected to be less affected by multipath reflections.

7.7 POSITIONING ACCURACY

As a benchmark and in order to show the effect of multipath reflections on the posi-
tioning accuracy, positioning error neglecting the reflected power is also calculated
and shown in Fig. 7.14. As can be seen, the positioning error is low all over the room,
and only a little higher in the corner area. Fig. 7.15, on the other hand, shows the po-
sitioning performance considering the multipath reflections. It can be noted that each
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Figure 7.13: Received power from each LED bulb at Location C.

location of the room is affected by multipath reflections, especially the corner and
edge area. However, the positioning accuracy is satisfactory at the central point of
the room as reflections are weak there.

Fig. 7.16 presents the histograms of positioning errors when neglecting and con-
sidering multipath reflections, respectively. When no reflections are considered, the
errors only come from the thermal noise and shot noise. In this ideal case, most of
the errors are within 0.005 m. However, reflections cannot be practically avoided,
and they are a major concern in the positioning system impairing dramatically the
system performance as shown in Fig. 7.16b. In this case, most of the positioning
errors are below 1 m while at some locations, the error climbs up to 1.7 m.

Fig. 7.17 shows the cumulative distribution function (CDF) of positioning errors
of inner region, outer region and entire room. If only LoS link is considered, 95%
of the errors are within 0.0085 m and the reflections raise the errors up to 1.41 m.
Table 7.2 compares the positioning error quantitatively when neglecting and consid-
ering the reflections. At Location A, the error is 1.6544 m since the reflections are
strong there. The effect of multipath reflections is medium at Location B, while the
positioning performance is the best at Location C. The root mean square (RMS) error
of the outside region is 0.8173 m due to severe reflections while the RMS error of
the inside region is 0.2024 m. The RMS error of the entire room is 0.5589 m, while
it is only 0.0040 m when no reflections are considered.
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Figure 7.14: Positioning error considering no reflections.

Table 7.2
Positioning error neglecting/considering reflections

Neglecting Reflections (m) Considering Reflections (m)
Location A 0.0098 1.6544
Location B 0.0019 0.9966
Location C 0.0012 0.1674

Outside (RMS) 0.0059 0.8173
Outside (95% confidence interval) 0.0100 1.285

Inside (RMS) 0.0016 0.2024
Inside (95% confidence interval) 0.0032 0.382

Total (RMS) 0.0040 0.5589
Total (95% confidence interval) 0.0085 1.141
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Figure 7.15: Positioning error considering reflections.

7.8 CALIBRATION APPROACHES
Since multipath reflections considerably affect the positioning accuracy, especially
on the outer region, three calibration approaches are introduced here to improve the
system performance.

7.8.1 NONLINEAR ESTIMATION

Nonlinear estimation can be used to improve the positioning accuracy when mul-
tipath reflections exist. Here, we consider a 2-D scenario where we first obtain
X̂ = [x̂, ŷ]T from Eq. (4.15) as the initial value. In order to find an appropriate
X̃ = [x̃, ỹ]T , the following equation should be minimized

S̃ = ∑
i

(√
(x− xi)

2 +(y− yi)
2− ri

)2

(7.6)

Trust region reflective algorithm is applied to estimate X̃. With initial value X̃0,
several points surrounding X̃0 are substituted to Eq. (7.6). The one minimizes S̃1 is
selected as X̃1. After several iterative steps, receiver coordinates X̃ will finally be
obtained when S̃ converges.

Fig. 7.18 demonstrates the positioning error distribution with the nonlinear esti-
mation approach. At Location A, the error decreases from 1.6544 m with linear least
square estimation (LLSE) to 1.1334 m with nonlinear estimation. At Location B,
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(a)

(b)

Figure 7.16: Histogram of positioning error (a) without reflections, and (b) with
reflections.
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(a)

(b)

Figure 7.17: CDF of positioning errors (a) without reflections, and (b) with reflec-
tions.

Figure 7.18: Positioning error with nonlinear estimation.
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(a)

(b)

Figure 7.19: (a) Histogram. (b) CDF of positioning error of nonlinear estimation.
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Table 7.3
Positioning error by nonlinear estimation (m)

Inner (m) Outer (m) Total (m)
RMS 0.1401 0.6871 0.4642

95% Confidence Interval 0.2941 1.119 0.9681

Figure 7.20: Positioning error with 3 LED signals by nonlinear estimation.

the error decreases from 0.9966 m to 0.8311 m. However, only slight improvement
is seen at center point where the error decreases from 0.1674 m to 0.1427 m. The
histogram of the positioning errors is shown in Fig. 7.19a. In this case, most of the
errors are within 0.8 m, and only a few of them are over 1 m. The worst positioning
error is just around 1.5 m. In Fig. 7.19b, the CDF distributions of inner region, outer
region and entire room are shown respectively.

Table 7.3 shows the positioning performance of nonlinear estimation method in
RMS and 95% confidence interval error. The nonlinear estimation outperforms orig-
inal algorithm, especially for the outside region where the reflections are severe. In
this region, the RMS error decreases from 0.8173 m to 0.6871 m. For the inner re-
gion, RMS error decreases from 0.2024 m to 0.1401 m and from 0.5589 m to 0.4642
m for the entire room. The 95% confidence interval error corresponding to inner
region, outer and entire room also decreases, respectively.

In LLSE, we use Eq. (4.6) to approximate Eq. (4.5), but the mathematical deduc-
tion from Eq. (4.5) to Eq. (4.6) is not reversible. In other words, the optimum solution
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Table 7.4
RMS error with transmitter selection approach

RMS error (m) Outer Region Inner Region Entire Room
6 LEDs (Linear) 0.6760 0.1640 0.4616

6 LEDs (Nonlinear) 0.6016 0.1112 0.4046
5 LEDs (Linear) 0.5472 0.1251 0.3722

5 LEDs (Nonlinear) 0.5272 0.0851 0.3527
4 LEDs (Linear) 0.4838 0.0933 0.3259

4 LEDs (Nonlinear) 0.4828 0.0849 0.3240
3 LEDs (Linear) 0.4726 0.0917 0.3185

3 LEDs (Nonlinear) 0.4714 0.0863 0.3169

for Eq. (4.5) is applicable for Eq. (4.6), but the reverse is not always true. Therefore,
previous estimation may induce approximation error. To avoid this error, the nonlin-
ear estimation is applied by avoiding the approximation from Eq. (4.6) to Eq. (4.5),
and solution of Eq. (4.5) is directly estimated through trust region algorithm.

7.8.2 SELECTION OF LED SIGNALS

The received power decreases when the distance between the transmitter and receiver
increases. As shown in Figs. 7.11 to 7.13, the reflections contribute more to the total
received power when the signal is from a further LED transmitter and brings larger
errors in the distance estimation. Here, a signal selection approach is studied that the
receiver only selects strong signals for the coordinate estimation. In our numerical
analysis, the six, five, four and three strongest LED signals are selected, and RMS
errors are calculated as shown in Table 7.4. By removing the signals affected con-
siderably by multipath reflections, the positioning accuracy is improved. The total
RMS error decreases to 0.4046 m, 0.3527 m, 0.3240 m and 0.3169 m, respectively,
for the cases when the six, five, four and three strongest LED signals are selected.
Note that, for the scenario with three LED bulbs, the strongest three that are not in a
row must be selected to avoid singularity in matrix A of Eq. (4.7). As can be noted
from Table 7.4, this approach improves the outer region accuracy more than the inner
region.

For the sake of conciseness, only the best results are presented. Fig. 7.20 shows
the positioning error distribution when the three strongest LED signals are selected
for distance calculation and the nonlinear estimation is applied to obtain the receiver
coordinates. Fig. 7.21b presents the corresponding histogram of positioning errors. It
can be seen from Fig. 7.21a that many of the locations have positioning errors which
are less than 0.4 m, and only a few locations have positioning error that is larger than
0.8 m. Fig. 7.21b is the CDF of the positioning errors where 95% confidence interval
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(a)

(b)

Figure 7.21: (a) Histogram. (b) CDF of positioning error of nonlinear estimation with
3 LED selected.

Figure 7.22: Positioning error with 3 LED signals by nonlinear estimation and 1.5 m
distance between the LEDs.
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Table 7.5
RMS error with 1.5 m distance between the LED bulbs

RMS error (m) Outer Region Inner Region Entire Room
All LEDs (Linear) 0.4703 0.1052 0.3194

All LEDs (Nonlinear) 0.4672 0.0718 0.3121
6 LEDs (Linear) 0.4400 0.0916 0.2976

6 LEDs (Nonlinear) 0.4362 0.0729 0.2922
5 LEDs (Linear) 0.4106 0.0691 0.2751

5 LEDs (Nonlinear) 0.4014 0.0742 0.2699
4 LEDs (Linear) 0.4002 0.0571 0.2668

4 LEDs (Nonlinear) 0.3791 0.0729 0.2554
3 LEDs (Linear) 0.3916 0.0554 0.2610

3 LEDs (Nonlinear) 0.3644 0.0718 0.2458

error decreases from 0.2941 m to 0.1698 m for the inner region, from 0.9681 m to
0.7039 m for the outer region, and from 1.119 m to 0.7366 m for the entire room.

7.8.3 DECREASING THE DISTANCE BETWEEN LED BULBS

When LED bulbs are installed in a denser layout (i.e., the distance between LED
bulbs is reduced, and a greater number of LED bulbs are used), the light intensity
distribution becomes more uniform for the entire room, and therefore, the position-
ing accuracy is improved. Table 7.5 shows the RMS error where distance between
the LED bulbs decreases to 1.5 m, and 25 LED bulbs are installed in total. With no
LED signal selection, the entire RMS error is 0.3121 m with the nonlinear estimation.
The RMS error decreases to 0.2922 m, 0.2699 m, 0.2554 m and 0.2458 m when six,
five, four, and three LED signals are selected, respectively. The positioning errors are
summarized in Table 7.5. The linear model, i.e., Eq. (7.6), is a simplified version of
Eq. (7.5). Therefore, in most of the cases, the nonlinear estimation provides a better
performance than the linear estimation. There are some cases that Eq. (7.6) approxi-
mates Eq. (7.5) much more accurately, and provides optimized solution. Meanwhile,
the nonlinear estimation based on the trust region algorithm may not provide the
optimized solution because of some convergence conditions. Therefore, the linear
estimation outperforms its nonlinear counterpart in some cases of Table 7.5.

Fig. 7.22 shows the positioning performance for the best scenario, i.e., 3 LED sig-
nals selected for the nonlinear estimation. As can be seen from Fig. 7.22, for most of
the inner area, the positioning performance is satisfactory while at the edges and cor-
ners of the room, there are some locations with large positioning errors. Fig. 7.23a
is the histogram of the positioning errors where most of the errors are within 0.4
m, and there are only few outliers that can be removed with the filtering techniques
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(a)

(b)

Figure 7.23: (a) Histogram. (b) CDF of positioning error with 3 LED signals by
nonlinear estimation and 1.5 m distance between the LEDs.
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Figure 7.24: CDF comparison of positioning errors.

discussed in Chapter 5. Fig. 7.23b is the CDF of positioning errors where 95% con-
fidence interval error decreased from 0.1695 m to 0.1379 m for inner region, from
0.7366 m to 0.6165 m for outer region, and from 0.7039 m to 0.5613 m for the entire
room.

The CDF comparison presented in Fig. 7.24 better demonstrates improvement in
the positioning performance and usefulness of the proposed methods. For linear esti-
mation, the 95% confidence interval error is at 1.14 m, while the nonlinear estimation
reduces it to 0.9681 m. Furthermore, by applying LED signal selection and decreas-
ing the distance between LED bulbs, it can be improved to 0.7039 m and 0.5613 m,
respectively.

SUMMARY

This chapter analyzes the impact of multipath reflections on the positioning accu-
racy in the complex indoor environment. The impulse response is analyzed by em-
ploying CDMMC algorithms. Impulse response and received signal power for three
specific regions as corner, edge and center are characterized. The positioning error,
histogram as well as CDF are plotted. To alleviate the influence of multipath re-
flections, three modification approaches are proposed. First, nonlinear estimation is
introduced to better approximate the model. Second, signal selection is conducted so
that the largely influenced signals can be removed. Finally, the distance between the
LED bulbs is adjusted to make the light distributed more uniformly.
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8 OFDM Based Positioning
Algorithm

Orthogonal frequency-division multiplexing (OFDM) has been applied to indoor
wireless optical communications in order to mitigate the effect of multipath distor-
tion of the optical channel as well as increasing data rate. In this chapter, an OFDM
visible light communication (VLC) system is introduced which can be utilized for
both communications and indoor positioning. We will demonstrate that the OFDM
positioning system outperforms by 74% its conventional single carrier modulation
scheme counterpart.

8.1 OFDM IN COMMUNICATION

OFDM is an effective modulation scheme by encoding the digital data on multiple or-
thogonal subcarriers. The OFDM technique has been widely applied in wireless com-
munication systems since it performs well in reducing the intersymbol-interference
(ISI) when data rate is high [1]. As shown in Fig. 8.1, compared with the tradi-
tional frequency-division multiplexing (FDM) scheme, the subcarrier signals used
by OFDM are orthogonal with each other to save the bandwidth. The modulation
of these subcarriers follows the traditional schemes such as quadrature amplitude
modulation (QAM) and phase-shift keying (PSK). As each subcarrier is transmitted
in low data rate, equalization process is simplified and the channel requirement is
decreased.

There are several advantages of OFDM. First of all, OFDM can achieve high
spectral efficiency. Second, it is robust against narrow-band and severe channel con-
ditions contributing to less requirement on the equalization process. Third, it per-
forms well with the help of guard intervals (GIs) when there is severe fading caused
by multipath propagation and ISI. However, OFDM also suffers from several short-
comings such as being sensitive to Doppler shift and frequency synchronization and
high peak-to-average-power ratio (PAPR). The cyclic prefix, GI and even training
sequence also result in low transmission efficiency.

The orthogonality of OFDM signal is usually implemented with fast Fourier trans-
form (FFT) algorithm. Inverse fast Fourier transform (IFFT) is applied on the sender
side to generate orthogonal subcarriers and FFT is applied on the receiver side for
the demodulation. GI is inserted between OFDM symbols to alleviate the ISI caused
by multipath reflections, eliminate the requirement on the pulse-shaping filter and
reduce the sensitivity to time synchronization problems.

Considering so many advantages of OFDM, it is widely proposed in various wire-
less communication standards such as digital audio broadcasting, digital video broad-
casting, wireless local area network (WLAN) (802.11, HIPERLAN), and so forth.

105
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(a) Traditional FDM.

(b) OFDM.

Figure 8.1: OFDM modulation scheme compared with traditional FDM.

8.2 OFDM FOR VLC

Since the complex indoor environments commonly have many obstacles, multipath
reflections are considered as one of the major factors degrading the communication
performance. OFDM is proposed as a modulation scheme to combat the ISI incurred
by the multipath reflections. There are also specific drawbacks in the OFDM based
VLC system. High PAPR requires a wide dynamic range for the linear power am-
plifier. As a result, some nonlinear characteristics of the light emitting diode (LED)
transmitter will largely impair the communication quality.

Since intensity modulation (IM)/direct detection (DD) is used in the VLC sys-
tem, the transmitted signal must be positive and real. Therefore, Hermitian sym-
metry is always required for the input data to ensure the data to be real. In addi-
tion, several methods have been proposed to ensure the positivity including pulse-
amplitude-modulated discrete multitoned (PAM-DMT) OFDM, DC-clipped optical
OFDM (DCO-OFDM) as well as asymmetrically clipped optical OFDM (ACO-
OFDM). PAM-DMT only modulates the imaginary parts of the subcarriers, and then
the entire negative parts of the waveform are clipped off. The clipping noise only
falls on the real part of each subcarrier and is orthogonal to the desired signal [2].
DCO-OFDM works by adding a direct current (DC) bias to the signal and then a
hard clipping is carried out on the negative signal pulses. In ACO-OFDM, only odd
subcarriers are modulated and the impairment from clipping noise is avoided [3, 4].
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Figure 8.2: PAM constellation.

8.2.1 PAM-DMT

Let us assume N complex symbols as I = [I0, I1, ...IN−1] represent the in-
put bits, where [.]T denotes the transpose of a vector. Considering the re-
quirement of Hermitian symmetry, the modulated symbol is written as Ĩ =[
0, I0, I1, ...IN−1,0, I∗N−1, . . . I

∗
1 , I
∗
0
]
. Im is represented as jam where am is real symbol

mapped from a PAM constellation as shown in Fig. 8.2.
After conducting IFFT operation, the output signal can be obtained as
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Therefore, the symbols have the following property

x2N−k =
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)
=

1
N
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∑
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2π
m

2N
k
)
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The entire symbol can be then written as:

x = [0,x0,x1, ...,xN−1,0,−xN−1, . . . ,−x1,−x0] (8.3)
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Taking into the account that x includes both positive parts and negative parts
equally, all the negative parts can be clipped out without losing any information. Af-
ter performing IFFT, cyclic prefix (CP) is added turning the linear convolution with
the channel into a circular one to mitigate multipath dispersion. Then, the negative
part is clipped which is expressed as bxkcc.

At the receiver side, the reverse operation is performed with FFT operation
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. (8.4)

As shown in Eq. (8.4), the clipping noise mainly influence the real part of the
subcarriers, and the symbols can be recovered with the imaginary part of the first
half subcarriers.

8.2.2 DCO-OFDM

DCO-OFDM works in a straightforward way where a DC bias is added to the sym-
bols to make them positive. The same symbol Ĩ =

[
0, I0, I1, ...IN−1,0, I∗N−1, . . . I

∗
1 , I
∗
0
]

is generated but not constrained to PAM modulation. After IFFT operation, x be-
comes real but not always positive

xk =
1

2N

2N−1

∑
m=0

Im exp
(

j2πkm
2N

)
. (8.5)

After the parallel to serial (P/S) converter, CP is added and then the analog signal
x(t) passes through a low-pass filter. An appropriate DC bias given by

BDC = µ

√
E
{

x(t)2
}

(8.6)

is then added to the signal where µ is a proportionality constant and x(t) is assumed
to follow a Gaussian model with a zero mean and a variance E

{
x2

k

}
. Since OFDM
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Figure 8.3: General block diagram of DCO-OFDM.

Figure 8.4: General block diagram of ACO-OFDM.

signals have a high PAPR, negative peaks still exist, and the clipping process in-
duces noise. This noise can be reduced by a relatively larger bias, which in turn
increases the optical energy/bit to noise power spectral density ratio Eb/N0. As a re-
sult, DCO-OFDM scheme has the disadvantage of low optical power efficiency. The
flow diagram of DCO-OFDM is shown in Fig. 8.3.

8.2.3 ACO-OFDM

In ACO-OFDM scheme, only odd subcarriers are modulated which results in avoid-
ing the impairment from clipping noise. The block diagram of an ACO-OFDM sys-
tem is depicted in Fig. 8.4.

In ACO-OFDM technique, during T sec, N/4 complex symbols are transmitted
after a M-QAM mapping where M = 4,8,16, etc. To avoid the clipping noise and
ensure a real output signal used to modulate the LED intensity, a set of N com-

plex data symbols as I =
[
0, I0,0, I1, ...,0, IN/4−1,0, I∗N/4−1,0, ..., I

∗
1 ,0, I

∗
0

]T
are used
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Figure 8.5: System configuration.

to represent the input bits. IFFT is then applied on the vector I to build the time
domain signal x as

xk =
1
N

N−1

∑
m=0

Im exp
(

j2πkm
N

)
. (8.7)

The resulting time domain signal has the following property [4]

xk =−xN/2+k k = 0,1, . . . ,N/2−1 (8.8)

To make the transmitted signal unipolar, all the negative values are clipped to zero.
It is proven that since only the odd subcarriers are used to carry the data symbols,
the clipping does not affect the data-carrying subcarriers, but only reduces their am-
plitude by a factor of two. The unipolar signal, bxkcc, is then converted to analog and
filtered to modulate the intensity of an LED. At the receiver, the signal is converted
back to digital. CP is then removed and the electrical OFDM signal is demodulated
by taking a N point FFT and equalized with a single-tap equalizer on each subcarrier
to compensate for channel distortion. The even subcarriers are then discarded and
the transmitted data is recovered by a hard or soft decision.

8.3 OFDM IN VLC POSITIONING

In this section, an OFDM VLC system is studied which can be utilized for both com-
munications and indoor positioning where a positioning algorithm based on power
attenuation is used to estimate the receiver coordinates.
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Table 8.1
System configuration

Room dimensions Reflection coefficients
Length: 6 m ρwall : 0.66
Width: 6 m ρCeiling: 0.35

Height: 3.5 m ρFloor: 0.60
Transmitters (Sources) Receiver
Wavelength: 420 nm Area (Ar): 1×10−4 m2

Height(H): 3.3 m Height (h): 1.2 m
Lambertian mode (m): 1 Elevation: 90◦

Elevation: −90◦ Azimuth: 0◦

Azimuth: 0◦ FOV: 70◦

Coordinates: (2,2) (2,4) (4,2) (4,4)
Power for “1”/ “0”: 5 W/3 W

8.3.1 SYSTEM MODEL

We consider a typical room shown in Fig. 8.5 with dimensions of 6 m × 6 m × 3.5
m where four LED bulbs are located at a height of 3.3 m with a rectangular layout.
Data are transmitted from these LED bulbs after driver circuits modulate them. Each
LED bulb has an identification (ID) denoting its coordinates which is included in the
transmitted data. A photodiode (PD) as the receiver is located at the height of 1.2 m
and has a field-of-view (FOV) of 70◦ and a receiving area of 1 squared centimeter.
The room configuration is summarized in Table 8.1. Furthermore, strict time domain
multiplexing is used where the entire OFDM frequency spectrum is assigned to a
single LED transmitter for at least one OFDM symbol including a CP.

For the sake of brevity, ACO-OFDM is considered in this chapter, as it utilizes a
large dynamic range of LED and thus is more efficient in terms of optical power than
systems using DC biasing. However, the generalization to other techniques is very
straightforward.

A block diagram of an ACO-OFDM communication and positioning system is
depicted in Fig. 8.6. The LED-IDs are encoded as the input bits and mapped to the
M-QAM constellation as I = [I0, I1, ...IN−1] , the real and non-negative signals are
generated to modulate the light intensity.

These modulated signals passing through the optical channel, taking the multi-
path reflections as well as shot noise and thermal noise into consideration. The chan-
nel impulse response is estimated by combined deterministic and modified Monte
Carlo (CDMMC) method, where the line-of-sight (LoS) and first three reflections
are considered to simulate the impulse response of the channel. For each transmitter,
4096 different channels are generated by placing the receiver in different locations
within the room with the same height (i.e., 1.2 m). Figs. 8.7 to 8.9 demonstrate the
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Figure 8.6: OFDM transmitter and receiver configuration for both positioning and
communication purposes.

Figure 8.7: The contributions from different orders of reflections to the total impulse
response of a location at the center of the room (weak scatterings and multipath
reflections).
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Figure 8.8: The contributions from different orders of reflections to the total impulse
response of a location at the edge of the room (medium scatterings and multipath
reflections).

Figure 8.9: The contributions from different orders of reflections to the total impulse
response of a location at the corner of the room (strong scatterings and multipath
reflections).
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contributions from different orders of reflections to the total impulse responses for
three exemplary locations inside the room representing weak to strong scatterings
and multipath reflections.

At the receiver end, PD is applied to detect the optical signal and then electrical
domain signal is generated afterwards. Signals are obtained as Î =

[
Î0, Î1, ...ÎN−1

]
and after de-mapping, LED-IDs are decoded so that the transmitter coordinates can
be obtained for the positioning block. Training sequence is used to estimate the sig-
nal attenuation, so I at transmitter side and Î at receiver side are the input of the
positioning block where the receiver coordinates are finally estimated.

8.3.2 POSITIONING ALGORITHM

For the system under consideration, the received optical power from the kth transmit-
ter, k = 1,2,3 and 4, can be expressed as

Pr,k = Hk (0)Pt,k (8.9)

where Pt,k denotes the transmitted optical power from the kth LED bulb, and Hk (0)
is the channel DC gain that can be obtained using Eq. (4.1) as

Hk (0) =
m+1
2πd2

k
Arcosm (φk)Ts (ψk)g(ψk)cos(ψk) (8.10)

For the proposed OFDM system, the channel DC gain can be well estimated as1

H̃k (0) =
1
N

N

∑
i=1

Pk,i (8.11)

where Pk,i is the power attenuation of the ith symbol transmitted from the kth

transmitter and is obtained using the training symbols used for synchronization as

Pk,i =

∣∣∣∣ Îk
i

Ik
i

∣∣∣∣2 k = 1,2, . . . , l (8.12)

Considering FOV of the receiver, in Eq. (8.12) l is the number of LED signals
received by the PD, k is the index of LED signal, and i is the index of subcarri-
ers. Similar to positioning algorithm explained in Section 4.2 and using Eqs. (8.9)
to (8.12), dk can be calculated as

dm+3
k =

(m+1)ArTs (ψk)g(ψk)(H−h)m+1

2πH̃k
. (8.13)

Horizontal distance between the kth transmitter and the receiver can be estimated
as

rk =

√
d2

k − (H−h)2. (8.14)

1Note that for the other OFDM techniques, it is only required to estimate the channel DC gain simi-
larly using the sample mean of the power attenuation of the transmitted symbols. Therefore, this system
can be easily utilized for other OFDM techniques as well.
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(a)

(b)

Figure 8.10: Transfer characteristics of OPTEK, OVSPxBCR4 1-Watt white LED.
(a) Fifth-order polynomial fit to the data. (b) The curve from the data sheet.

Then, according to the lateration algorithm discussed in more detail in Chapter 4,
the estimated receiver coordinates can then be obtained by the linear least squares
estimation approach as

X̂ = (ATA)
−1ATB (8.15)

where A and B are defined as

A =

x2− x1 y2− y1
x3− x1 y3− y1
x4− x1 y4− y1

 (8.16)
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4 + y2
4
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1
)
 (8.17)

In Eqs. (8.15) to (8.17), X = [xc,yc]
T is the receiver coordinates to be estimated

and (xk,yk) is the kth transmitter coordinates obtained from the recovered LED ID in
a two-dimensional space.

8.4 SIMULATION AND ANALYSIS
In this section, we present numerical results for the proposed indoor VLC system.
In the following, an OFDM system with a number of subcarriers of L = 64,256,512
or 1024 is considered where the symbols are drawn from an M-QAM modulation
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Table 8.2
OPTEK, OVSPxBCR4 1-watt white LED electrical characteristics

Symbol Parameter MIN TYP MAX Units
VF Forward Voltage 3.0 3.5 4 V
Φ Luminous Flux 67 90 113 lm

Θ1/2 50% Power Angle - 120 - deg

constellation. We set the CP length three times of the root mean square (RMS) de-
lay spread of the worst impulse response and assume a data with minimum rate of 25
Mbps2. The sum of ambient light shot noise and receiver thermal noise is modeled as
real baseband additive white Gaussian noise (AWGN) with zero mean and power of -
10 dBm. Furthermore, to take LED nonlinearity into account, OPTEK, OVSPxBCR4
1-watt white LED is considered in simulations whose optical and electrical character-
istics are given in Table 8.2. A polynomial order of five is used to realistically model
measured transfer function. Fig. 8.10 demonstrates the nonlinear transfer character-
istics of the LED from the data sheet and using the polynomial function. The four
OPTEK LEDs are biased at 3.2 V.

8.4.1 PERFORMANCE COMPARISON OF SINGLE- AND MULTICARRIER
MODULATION SCHEMES

In this sub-section, the positioning performance of the OFDM system is compared
with the performance of those using single carrier modulation schemes, i.e., on-off
keying (OOK). We assume that the average electrical power of the transmitted signal
before modulating each LED is Pte,k = 5 dBm. For OOK modulation, the positioning
algorithm discussed in Chapter 4 is used3.

Fig. 8.11 demonstrates the positioning error distribution over the room for an
indoor OFDM VLC system with 4-QAM modulation and the FFT size of 512. As it
can be seen, the positioning errors are very small for most locations inside the room
but become larger when the receiver approaches the corners and edges due to the
severity of the multipath reflections.

Fig. 8.12, on the other hand, shows the positioning error distribution over the room
for an indoor VLC system employing OOK modulation with the same data rate as
that of the OFDM system with 4-QAM modulation (i.e., 25 Mbps). As observed, the

2The data rate is 25 Mbps for 4-QAM modulation scheme. For higher-order (i.e., M > 4), the bit rate
can be achieved as R = 25 Mbps× log2(M).

3The positioning algorithm used for OOK is quite similar to the one used for OFDM. The two algo-
rithms only differ in the estimation method of the signal attenuation.
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Figure 8.11: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 512 and Pte,k = 5 dBm.

Figure 8.12: Positioning error distribution for OOK modulation with Pte,k = 5 dBm.
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Figure 8.13: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 512 and Pte,k = 5 dBm.

positioning errors are relatively small within the rectangle shown in Fig. 8.12 where
the LED bulbs are located right above its corners. However, the positioning error
becomes significantly larger when the receiver moves toward the corners and edges
as the effect of the multipath reflections increases.

Fig. 8.13 and Fig. 8.14 present the histograms of the positioning errors for OFDM
and OOK modulation schemes, respectively. For OFDM modulation, most of the
positioning errors are less than 0.1 m and only a few of them are more than 1 m
corresponding to the corner area. However, for OOK modulation, the positioning
errors are widely spread from zero to around 2.3 m, and only a few of them are less
than 0.1 m that correspond to the central area. From Fig. 8.11 to Fig. 8.14, it can be
clearly seen that the OFDM system outperforms its OOK counterpart.

Table 8.3 summarizes and compares the positioning errors of OFDM and OOK
modulation schemes. As seen, OFDM modulation provides a much better positioning
accuracy than OOK modulation for all the locations inside the room. Particularly,
the RMS error is 0.08 m for the rectangular area covered perfectly by the four LED
bulbs when OFDM modulation is used, while it is 0.43 m for OOK modulation.
The total RMS errors are 0.2609 m and 1.01 m for OFDM and OOK modulation
schemes as the rectangular area covered by LED bulbs is only 11.1% of the total
area. Thus, OFDM modulation decreases the RMS error by 74% compared to OOK
modulation. It should be noted that the average positioning accuracy can be increased
by optimizing the layout design of the LED bulbs in the future.
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Figure 8.14: Histogram of positioning errors for OOK modulation with Pte,k = 5
dBm.

Table 8.3
Positioning error for single- and multicarrier modulation schemes

Positioning error (m) OFDM modulation (m) OOK modulation (m)
Corner (0, 0) 0.578 2.18
Edge (3 m, 0) 0.49 1.53

Center (3 m, 3 m) 2×10−6 10−5

RMS Error of the Rectangular Area 0.08 0.43
RMS Error of the Whole Room 0.2609 1.01
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Figure 8.15: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 512 and Pte,k =−10 dBm.

Figure 8.16: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 512 and Pte,k = 20 dBm.
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Figure 8.17: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 512 and Pte,k =−10 dBm.

8.4.2 EFFECT OF SIGNAL POWER ON THE POSITIONING ACCURACY

In this sub-section, we investigate the effect of the average electrical power of the
transmitted signal on the positioning accuracy of the proposed OFDM VLC system.
We consider an OFDM system with 4-QAM modulation and N = 512. Fig. 8.15
and Fig. 8.16 present the positioning error distribution for the OFDM system with
transmitted signal power values of -10 dBm and 20 dBm, respectively. The total
RMS error is calculated as 0.384 m for the OFDM system with Pte,k =−10 dBm and
0.2766 m for Pte,k = 20 dBm.

Fig. 8.17 and Fig. 8.18 further demonstrate the corresponding histograms of the
positioning errors for different transmitted signal power values. It is apparent from
Fig. 8.15 and Fig. 8.17 that the OFDM positioning system works satisfactorily even
at very low transmitted signal power values resulting from dimming and shadowing
effects4. Furthermore, according to Fig. 8.11, Fig. 8.13 and Fig. 8.15 to Fig. 8.18 and
as expected, increasing the average electrical power of the transmitted signal results
in a better performance. However, at very high power values, nonlinearity distortion
effects dominate the performance and the positioning accuracy decreases. It is the
main reason the performance of the VLC system with Pte,k = 20 dBm is slightly
worse than that of Pte,k = 5 dBm presented earlier. Therefore, for an OFDM indoor
VLC positioning system, there is an optimum power value that depends on the LED
characteristics.

4Note that the total RMS error for OOK modulation with Pte ,k =−10 dBm is calculated as 1.32 m.
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Figure 8.18: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 512 and Pte,k = 20 dBm.

Figure 8.19: Positioning error distribution for OFDM system with 16-QAM modu-
lation, N = 512 and Pte,k = 5 dBm.
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Figure 8.20: Positioning error distribution for OFDM system with 64-QAM modu-
lation, N = 512 and Pte,k = 5 dBm.

8.4.3 EFFECT OF MODULATION ORDER ON THE POSITIONING ACCURACY

Here, we analyze the impact of the modulation order on the positioning performance.
Figs. 8.19 and 8.20 show the positioning error distribution of the OFDM system with
the FFT size of 512 and Pte,k = 5 dBm employing 16- and 64-QAM modulation,
respectively. The corresponding histograms of the positioning errors are shown in
Figs. 8.21 and 8.22. The total RMS error is obtained as 0.2665 m for 16-QAM and
0.2716 m for 64-QAM. By comparing these RMS error values with the one calcu-
lated for 4-QAM modulation, we observe that all three systems yield nearly the same
positioning performance. Thus, the constellation size does not have a significant ef-
fect on the positioning performance of the proposed OFDM VLC system although
the communication performance obviously deteriorates with increasing the constel-
lation size. The numerical results clearly show that the proposed channel DC gain
estimation works perfectly for high-order constellations as well.

8.4.4 EFFECT OF NUMBER OF SUBCARRIERS ON THE POSITIONING
ACCURACY

Finally, we investigate the effect of number of total subcarriers (i.e., the FFT size) on
the positioning accuracy. We consider an OFDM system with 4-QAM and Pte,k = 5
dBm. Figs. 8.23 to 8.28 illustrate the positioning error distribution for different
FFT sizes providing sufficiently narrow-banded sub-channels along with their cor-
responding error histograms. The total RMS errors are respectively calculated as
0.2905 m, 0.271 m and 0.2624 m for L = 64, 256 and 1024.
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Figure 8.21: Histogram of positioning errors for OFDM system with 16-QAM mod-
ulation, N = 512 and Pte,k = 5 dBm.

Figure 8.22: Histogram of positioning errors for OFDM system with 64-QAM mod-
ulation, N = 512 and Pte,k = 5 dBm.
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Figure 8.23: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 64 and Pte,k = 5 dBm.

Figure 8.24: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 256 and Pte,k = 5 dBm.
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Figure 8.25: Positioning error distribution for OFDM system with 4-QAM modula-
tion, N = 1024 and Pte,k = 5 dBm.

Figure 8.26: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 64 and Pte,k = 5 dBm.
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Figure 8.27: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 256 and Pte,k = 5 dBm.

Figure 8.28: Histogram of positioning errors for OFDM system with 4-QAM modu-
lation, N = 1024 and Pte,k = 5 dBm.
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Considering the results presented earlier for the FFT size of 512, it is observed
that increasing the number of subcarriers results in a better positioning performance
as it improves the estimation of the channel DC gain, i.e., Eq. (8.11). However, the
PAPR also increases with increasing the FFT size [5]. Therefore, for sufficiently
large values of N, the positioning performance is slightly degraded.

SUMMARY
In this chapter, OFDM is used in the positioning system to achieve high positioning
accuracy. The prior arts on indoor VLC positioning were defined on a low-speed
modulation, while high data rate transmission can be realized with OFDM. Both
communications and positioning can be realized at the same time, so service data
can be transmitted.
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9 Sensor Fusion
Sensor fusion is combining of sensory data or data derived from disparate sources
such that the resulting information has less uncertainty than would be possible when
these sources were used individually. The term uncertainty reduction in this case can
mean more accurate, more complete, or more dependable, or refer to the result of an
emerging view, such as stereoscopic vision.

The data sources for a fusion process are not specified to originate from identical
sensors. One can distinguish direct fusion, indirect fusion and fusion of the outputs of
the former two. Direct fusion is the fusion of sensor data from a set of heterogeneous
or homogeneous sensors, soft sensors, and history values of sensor data, while indi-
rect fusion uses information sources like a priori knowledge about the environment
and human input.

An inertial navigation system (INS) is a navigation assistant that uses an inertial
measurement unit (IMU), typically composed of accelerometers and gyroscopes, to
continuously calculate the position, orientation, velocity and trajectory of a moving
object. The INS available in smart phones and wearable devices frequently suffers
from big positional errors in trajectories of motions and long-range displacements
due to less-accurate IMU outputs—especially gyroscopes. Innovative technologies
could improve the performance of INS with the advancement of IMU units by new
physical methods, unique materials, and innovative fabrication techniques and/or
with (i) the addition of different sensors, (ii) the sensor data fusion of external sensing
and/or detection technologies, or (iii) smart computational algorithms for specific ap-
plications. We believes INS with high accuracy can create new values for consumer
electronics.

Solid-state lighting (SSL) has the potential to significantly reduce lighting energy
use and slash greenhouse-gas emissions. The Department of Energy (DoE) [1] esti-
mates that switching to light emitting diode (LED) lighting over the next 20 years
could save $250 billion in energy costs over that period, reduce electricity consump-
tion for lighting by nearly one-half, and avoid 1,800 million metric tons of carbon
emissions. The energy-saving promise of SSL technology has particular market rel-
evance given the ongoing transition to higher-efficiency bulbs, as mandated by the
Energy Independence and Security Act of 2007. The U.S. The DoE also states that
LEDs had 4 percent of the U.S. lighting market in 2013, but it predicts this figure
will rise to 74 percent of all lights by 2030 [1]. Though SSL is still at an early stage
of development, it is evolving rapidly, with new generations of devices introduced
every few months. Many of these products can save energy and provide high quality
lighting in a growing number of applications and their overall quality is improv-
ing steadily. Cost is another major consideration in evaluating LED lighting. Today,
quality LED products cost more than conventional lighting products at the outset,
yet lifecycle savings can outweigh the initial cost premium in applications that take
advantage of LED’s unique features – including directionality, controllability, long

129



130 Visible Light Communication Based Indoor Localization

lifetimes, and, of course, lower power consumption. With the growth of wireless
communication networks, the need for energy-efficient networks is more urgent and
pressing than before. Statistics published by the Bell Labs indicate the rapidly ac-
celerating dominance of wireless access power consumption by 2020. It can grow
by a factor of 100 in the next 10 years. This means the wireless access power per
user will approach 100 Watts, unless the network efficiency in terms of “Total traf-
fic per user/Total power per user” can be increased through power saving methods.
Efforts are under way to place information and communications technology (ICT)
networks on an innovative path to ensure the sustainability of network growth in fu-
ture decades, in such a way that ICT can lead in enabling reduction of global energy
consumption and carbon footprint.

The introduction of networked lights is happening because of another trend. Man-
ufacturers have been replacing incandescent and fluorescent lights with ultra-efficient
LEDs that have an Internet protocol (IP) address. Because LEDs are solid-state de-
vices that emit light from a semiconductor chip, they already sit on a circuit board,
so can readily share space with sensors, wireless chips, and a small computer, allow-
ing light fixtures to become networked sensor hubs, thus “Internet of Light.” LED
trends can precipitate a revolution in efficiency and brightness and the fact that these
can work with many of the pre-existing infrastructures is a very convenient ubiqui-
tous feature. Another outstanding advantage of LED is its rather short-time response;
therefore, it can be used for high-speed data transmissions, thus enabling visible light
communication (VLC), sensing, navigation, positioning, etc.

9.1 METHODS AND GOALS
A very realistic problem with any positioning system, be it guided by radio frequency
(RF) or light, can be presented in the form of a simple question. What will happen if
no RF/Light guiding signal is available in a certain indoor/outdoor environment, or
alternatively, the guiding signals are turned off? Moreover, guiding signal, carrying
position information, itself can be blocked by different objects or due to weather
conditions. Any of these cases, if not properly addressed, can bring service outage in
the positioning system.

In this chapter, we focus on sensor fusion technology that utilizes INS to over-
come the temporary service outage due to a blockage. A realization by Kalman
filter is detailed and preliminary simulation results are presented. In this context,
we choose positioning by light, as global positioning system (GPS) signals do not
penetrate indoors well. However, INS designs will be general and can be applied
elsewhere, as well. In the future, we will have a lighting source integrated in it, RF
as well as infrared signal generators and sensors. More precision in tracking is the
point of differentiation from current state-of-the-art. Another objective of this chap-
ter is to determine practical means of improving performance of visible light com-
munication links and quantify effectiveness of proposed efficient design concepts.
Optimization principles take into account not only the communications and sens-
ing requirements, but also the efficient energy utilization aspects of lighting LEDs
and the quality of light produced. Challenges existing in joint design and optimiza-
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tion of communications and illumination methods must be addressed and properly
overcome. The integration capabilities of communications and sensing would sig-
nificantly enhance the utility of the lighting system and would allow costs to be
spread over a wider level of utility. Ubiquitous communications with lighting will
help large-scale energy savings and stimulate LED lighting and communication in-
dustry as well as substantial economic growth in this new area. There is no doubt
that this “green” technology has the potential of answering the problems and tech-
nical challenges mentioned earlier. At the same time, there is significant original
research needed in order to bring this technology to the level of its full potential.

9.2 INERTIAL NAVIGATION SYSTEM
Inertial Navigation System (INS) is a self-contained navigation technique that uti-
lizes measurements from one or all the following types of sensors: motion sensors
(accelerometers) and rotation sensors (gyroscopes) and compasses. INS estimates
the relative position to a known initialization, orientation and velocity (travelling
direction and speed) of an object.

Normally, three accelerometers and three gyroscopes are combined to make an
IMU, which is sufficient to navigate an object through 3-D space, given initial val-
ues of space position and velocity. Nearly every IMU can be categorized into one of
the following two kinds: gimbaled or stable platform systems and strap-down sys-
tems [2].

9.2.1 STABLE PLATFORM SYSTEMS

In stable platform systems, inertial sensors are mounted on a platform that is held by
gimbals. A gimbal is a rigid frame with rotation bearings which isolates the inside
platform from external rotations while gives the platform freedom in all three axes,
as shown in Fig. 9.1 [2]. Gyroscopes mounted on the inside platform detect any
platform rotations, which are fed back to torque motors. Torque motors rotate the
gimbals according to feedback signals in order to cancel platform rotations, keeping
the platform stable. As we can see, gimbals in a typical IMU are mounted one inside
another and at least three gimbals are required to isolate the sensors from rotations
in three axes.

To track the orientation of the device, angles between gimbals can be obtained
using angle pick-offs. The position of the device is computed utilizing signals from
accelerometers mounted on the platform, which are double integrated to get travel
distance information. Note that it is a must to subtract gravity from the vertical chan-
nel’s signal before the integration. Algorithm for stable platform inertial navigation
is shown in Fig. 9.2 [2].

9.2.2 STRAP-DOWN SYSTEMS

In strap-down systems, inertial sensors are mounted directly on devices, vehicles,
airplanes etc. as shown in Fig. 9.3 [3]. Therefore, the measurements are with respect
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Figure 9.1: A stable platform unit [1].

Figure 9.2: Stable platform inertial navigation algorithm [1].
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Figure 9.3: Example of strap-down inertial navigation system on airplane [2].

Figure 9.4: Strap-down inertial navigation algorithm [1].

to the body frame rather than global frame. To obtain orientation signals, gyroscopes
are integrated. Acceleration measurements from accelerometers have to be translated
from body coordinates into global coordinates, which is done by direction cosine ma-
trix (DCM) determined by the integration of gyroscope signals. Position information
is then obtained by integrating global acceleration signals as in the stable platform
algorithm. This procedure is shown in Fig. 9.4 [2].

Compared to stable platform systems, strap-down solutions provide reduced me-
chanical complexity that means smaller size and better reliability can be reached.
These advantages are tradeoffs at the price of higher computational complexity.
However, since the cost of computation has dropped dramatically in the last two
decades, strap-down systems have become dominant.

9.3 INERTIAL SENSORS
It should be noticed that due to weight and size issues, inertial sensors have not been
used in many scenarios. However, recent improvements of microelectromechanical
systems (MEMS) inertial sensors have brought opportunities to vast applications of
INS, especially in consumer electronics.
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Figure 9.5: A simple mechanical accelerometer [3].

As mentioned earlier, typically an IMU is composed of three accelerometers and
three gyroscopes. In this sub-section, we will review MEMS type of these two kinds
of inertial sensors and brief their measurement error characteristics.

9.3.1 MEMS ACCELEROMETER

There are two major classes of MEMS accelerometers. The first is called mechanical
accelerometers manufactured by MEMS techniques that measure the translational
motion of a supported mass as in traditional accelerometer as shown in Fig. 9.5 [4].
The second class refers to devices that make measurement of the frequency change
of a vibrating element as tension changes. For a complete survey, the reader should
refer to [4].

We consider two types of errors described in [2]: constant bias and thermo-
mechanical white noise.

The most important error source of an accelerometer is the bias. The bias of an
accelerometer is the deviation of its output signal from the object’s true acceleration,
in unit of m/s2. After double integration, a constant bias error of ε is translated into a
quadratic error in position that grows with time. The accumulated error in position is:

s(t) = ε · t
2

2
(9.1)

where t is the time of the integration.
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It is possible to estimate the bias by observing the average of the accelerometer’s
output given no actual acceleration over the long term. In practice, this calibration
is usually finished by mounting the device on a turntable whose orientation can be
adjusted accurately.

The output of MEMS accelerometers is also perturbed by thermo-mechanical
white noise whose frequency is much higher than the sampling rate of accelerom-
eters. In [2] the authors showed this white noise produces a velocity random walk.
Analysis shows that this second order random walk in position has zero mean and a
standard deviation given by:

σs(t)≈ σ · t3/2 ·
√

δ t
3

(9.2)

where σ is the standard deviation of the white noise on the accelerometer’s output
and δ t is the time sampling period. The notion of random walk refers to a process
composed of successive steps, the size of which, as well as the direction, is unknown.

9.3.2 MEMS GYROSCOPE

Compared to mechanical and optical counterparts, MEMS gyroscopes built using
silicon micro-machining techniques have simpler structure that consists of as few
as three parts therefore ensuring the reliability as well as reducing the manufactur-
ing cost. Same as for accelerometers, we also show two types of errors for MEMS
gyroscopes: constant bias and thermo-mechanical white noise.

The bias of a gyroscope is the average output given no rotation over a long time,
in unit of ◦/h. After double integration, a constant bias error of ε is translated into
a linear error in angle that grows with time. The accumulated error in angle is ex-
pressed by:

θ(t) = ε · t (9.3)

where t is the time of the integration.
The output of MEMS gyroscopes is also perturbed by white noise. In [5], authors

showed that this white noise creates a zero-mean random walk in the output signal,
whose standard deviation is expressed by:

σθ (t) = σ ·
√

δ t · t (9.4)

We can see that this deviation is proportional to the square root of integration time.

9.4 REALIZATION BY KALMAN FILTER
As we can see from last sub-section, one problem with INS is that the positioning
errors accumulate over time with increasing variance, generating very large errors
if not properly corrected. Fig. 9.6 shows experimental results of INS performance
by placing an INS system stationary on a trolley to estimate and compensate the
gravity component. The green line represents the actual path and blue dots indicate
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Figure 9.6: Position estimation by using INS only [6].

position estimates given by INS system only. As we may see, the error in estimating
acceleration results in an invertible higher speed estimate, which leads to a huge drift
from real path after several estimates.

We propose a realization method of sensor fusion combining the output of pro-
posed light positioning system with a 3-axis accelerometer, by incorporating two
Kalman filters. The role of the first Kalman filter is to keep an inner state transition
equation based on previous state estimates, predict the next state based on it while
take estimates from inertial navigation system to update the prediction. The updated
state estimate from the first Kalman filter is then passed to the second Kalman filter
which further updates it with estimates from our light positioning system (LPS) and
passes it to the output. This output is also fed back to the first Kalman filter to update
the priori position for INS. To prevent outlier generated in either INS or LPS, we de-
tect possible malfunctioning of both positioning systems by finding abnormal values
which lie far from normal output range, i.e., values should be treated as an output.
One instance of this is the blockage of line-of-sight (LoS) path for our light posi-
tioning system as mentioned previously. We also put a decision maker after Kalman
filters comparing the input of the second Kalman filter (LPS estimates) with the first
one’s output to eliminate the effect of possible outliers in LPS estimates. We set a
threshold offset, which is the tolerance of deviation between LPS estimates and the
first Kalman filter’s output. If the threshold offset is met, the filter will make the first
Kalman filter’s output final. In the meantime, we maintain a counter for this thresh-
old and if the counter’s value is larger than a preset value we will reverse the final
output to that of the second Kalman filter.



Sensor Fusion 137

Figure 9.7: Flow diagram of the proposed sensor fusion algorithm.

The whole process may sound complicated but can be shown in a clear manner in
Fig. 9.7.

9.5 SIMULATION AND RESULTS

We test a proposed sensor fusion algorithm for a 2-D navigation. The error character-
istics of accelerometer in our simulation are generated based on data provided in [2].
The biases and white noises on output of accelerometers downgrade INS perfor-
mance in the manner discussed previously. Values of these two factors of accelerom-
eters on X and Y axes are provided in Table 9.1.

Table 9.1
Parameters used to characterize accelerometers

Bias Instability (ε) White Noise (σ)

X-Accelerometer (m/s2) 1.2×10−6 0.011
Y-Accelerometer (m/s2) 2.7×10−6 0.011
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Figure 9.8: Generate path for simulation of proposed sensor fusion algorithm.

Figure 9.9: Generate path and LPS estimates for simulation of proposed sensor fusion
algorithm.
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Figure 9.10: Generate path and INS estimates for simulation of proposed sensor fu-
sion algorithm.

Table 9.2
Positioning accuracy of solutions (in RMS value)

Scenario 1 Scenario 2
INS only 5.96 cm 5.96 cm
LPS only 4.85 cm N/A

Sensor Fusion 4.02 cm 4.56 cm

We consider a path of the receiver as shown in Fig. 9.8 and generate estimates
using both INS and proposed LPS. The INS system is assumed to have a very accu-
rate initialization. Results are shown in Fig. 9.9 through Fig. 9.11 if LPS is able to
successfully make estimates on most of the receiver’s positions, which we define as
Scenario 1. In cases that a multi-access protocol fails, LPS estimates are made equal
to the last successful estimate.

As we can see, INS provides us with cumulative positioning error over time,
which is shown as an increasing deviation between INS estimates and the real path,
which will become even larger as time goes on. Thus though a good initialization
may lead to excellent performance, INS cannot yield satisfactory performance by
itself. The use of sensor fusion helps to improve positioning accuracy compared to
relying on LPS estimates only, which is shown in Table 9.2.

In Scenario 2, we take outlier and light blockage into consideration to show pro-
posed sensor fusion helps to mitigate the effects of both and improve positioning
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Figure 9.11: Generate path and sensor fusion estimates for simulation of proposed
sensor fusion algorithm.

Figure 9.12: LPS estimates and the true track in the presence of outlier and blockage.
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Figure 9.13: Sensor fusion estimates and the true track in the presence of outlier and
blockage.

accuracy. In the case that multi-access protocol fails, LPS generates a flag indicat-
ing an abnormal output. Results are shown in Figs. 9.12 and 9.13, true track of the
receiver and INS-only estimates stay the same as shown in Figs. 9.8 and 9.10, re-
spectively. Numerical results are shown in Table 9.2.

Indeed, we can see that sensor fusion technology offers help in further improving
positioning accuracy, even if LPS system yields satisfyingly proper estimates. More-
over, in the presence of outlier and/or light blockage inside real LPS, sensor fusion
provides stable and reliable estimates of the receiver’s location, taking advantage of
both INS and our proposed LPS.

Figure 9.14: Sensor fusion with centralized Kalman filter.
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SUMMARY
In this chapter, considering there may be some blockage or obstruction along the
transmission path, an INS is investigated to work together with the light positioning
system. Through sensor diffusion, the combined data offers a more robust position-
ing. INS usually includes the estimation from an accelerometer, a gyroscope and an
e-campus. Fig. 9.14 shows the sensor fusion system which combines the INS and
the light positioning system with Kalman filter. Data from INS are used in the time
update phase, while the data from VLC are used in the correction phase.
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