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Visible light communication (VLC) is an evolving communication technology for short-
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enabling the development of optical wireless communication systems that make use of
existing lighting infrastructure.
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1 Introduction
Shlomi Arnon

Visible light communications (VLC) is the name given to an optical wireless communi-
cation system that carries information by modulating light in the visible spectrum (400–
700 nm) that is principally used for illumination [1–3]. The communications signal is
encoded on top of the illumination light. Interest in VLC has grown rapidly with the
growth of high power light emitting diodes (LEDs) in the visible spectrum. The motiva-
tion to use the illumination light for communication is to save energy by exploiting the
illumination to carry information and, at the same time, to use technology that is “green”
in comparison to radio frequency (RF) technology, while using the existing infrastructure
of the lighting system. The necessity to develop an additional wireless communication
technology is the result of the almost exponential growth in the demand for high-speed
wireless connectivity. Emerging applications that use VLC include: a) indoor commu-
nication where it augments WiFi and cellular wireless communications [4] which follow
the smart city concept [5]; b) communication wireless links for the internet of things
(IOT) [6]; c) communication systems as part of intelligent transport systems (ITS)
[7–14]; d) wireless communication systems in hospitals [15–17]; e) toys and theme
park entertainment [18, 19]; and f) provision of dynamic advertising information through
a smart phone camera [20].
VLC to augment WiFi and cellular wireless communication in indoor applications has

become a necessity, with the result that many people carry more than one wireless device
at any time, for example a smart phone, tablet, smart watch, and smart glasses and a
wearable computer, and at the same time the required data rate from each device is
growing exponentially. It is also becoming increasingly clear that in urban surroundings,
human beings spend most of their time indoors, so the practicality of VLC technology is
self-evident. It would be extremely easy to add extra capacity to existing infrastructure by
installing a VLC system in offices or residential premises. In Fig. 1.1 we can see an
example of a VLC network that provides wireless communication to a laptop, smart
phone, TV, and wearable computer.
The downlink includes illumination LED, Ethernet power line communication (PLC)

modem, and LED driver, which receives a signal by a dedicated or dongle receiver as part
of the device. The uplink configuration could be based for example on: a) a WiFi link; b)
an infrared–IRDA link; or c) a modulated retro reflector (Fig. 1.2). A modulated retro
reflector is an optical device that retro reflects incident light [21, 22]. The amplitude of the
retro reflected light is controlled by an electronic signal, as a result modulation of the light
can be achieved. In the cases of an infrared–IRDA [23] link or a modulated retro reflector
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the receiver could be part of the illumination LED. In that case the uplink receiver
includes photo diode, trans impedance amplifier and modem. In this way, an operational
wireless network could be created in next to no time.

In the near future, billions of appliances, sensors and instruments will have wireless
connectivity, as can be anticipated from the revolutionary concept of the internet of things
(IOT). This technology makes it possible to have ambient intelligence and autonomous
control which could adapt the environment to the requirements and the desires of people.
VLC could be a very relevant wireless communication technology that is cheap, simple
and immediate and does not encroach on an already crowded part of the electromagnetic
spectrum.

Intelligent transport systems (ITS) are an emerging technology for increasing road
safety and reducing the number of road casualties as well as for improving traffic
efficiency (Fig. 1.3). VLC have been proposed as a means for providing inter-vehicular
communication and for establishing connectivity between vehicular and road infrastruc-
ture, such as traffic lights and billboards. These systems provide one-way or two-way
short- to medium-range wireless communication links that are specifically designed for
the automotive sphere. The technology uses the headlights and the rear lights of cars as
transmitters, and cameras and detectors as the receivers. The traffic lights are the counter-
part of a transmitter in this sphere.

The medical community pursues ways to improve the efficiency of hospitals and at the
same time to reduce hospital-acquired infections, which are very costly in money and
human life. One way to upgrade the communication infrastructure is by wireless tech-
nology. The technology makes it possible for doctors to access and update patient data
using tablet computers at the patient’s bedside instead of manually keeping paper

Traffic light

Billboard

VLC link

Figure 1.3 An intelligent transport system using VLC.
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documents that are kept either at the bedside or in the nurses’ back office station. Another
application is a device used to monitor patient well-being and vital data remotely. Due to
the fact that RF, like WiFi and cellular, is a best effort technology, meaning that the
transmission of information is not guaranteed, interference from nearby devices could
jam the communication. This situation is unacceptable for medical applications and
therefore a switch to VLC technology is self-evident. It is clear that VLC technology
can provide localized solutions immune to interference and jamming for the medical
domain.
The toys and theme park entertainment sector is a very interesting application that

takes advantage of VLC technology due to two main characteristics (Fig. 1.4). The first
characteristic is the ability to communicate by line of sight or semi line of sight, so the
communication is localized to a specific volume. This makes it possible to provide
location based information in the theme park so the audience will have a multi-
dimensional and multi-sensory experience. The same concept could be used in the toys
market to communicate between toys, using the already present LED. The second
characteristic is the low cost required to implement the technology in toy and park

Figure 1.4 VLC in toys in the theme park entertainment industry (courtesy of S. Arnon).
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entertainment. One example of a way to reduce the cost of toys is using the toy LED
simultaneously as transmitter and photo diode receiver.

Dynamic advertising through a smart phone camera is a new area that uses a billboard
and illumination to transmit information that is detected by the camera, and then by an
appropriate algorithm the communications data are extracted from the video. This
technology could be used to add an extra and dynamic layer of information to advertise-
ments in the street, shopping center and subway.

The IEEE has defined a new standard, IEEE 802.15.7, which describes high data rate
VLC, up to 96 Mb/s, by fast modulation of optical light sources. Meanwhile, in several
experiments around the world data rates of more than 500Mb/s have been reported
[24–27]. In addition many newmethods are being developed to maximize bit rates and to
provide algorithms to manage interference and subcarrier re-use [27–33], methods to
analyze synchronization issues [34] and methods to design an asymmetric communica-
tion system using modulated retro-reflectors (MRR) based on nanotechnology [35]. In
the light of these developments a new methodological book covering this subject is
required in order to help progress the technology. The aspiration of this book is to serve as
a textbook for undergraduate and graduate level courses for students in electrical
engineering, electro-optical engineering, communications engineering, illumination
engineering and physics. It is also intended to serve as a source for self-study and as a
reference book for senior engineers involved in the design of VLC systems.

The book includes nine chapters that cover the important aspects of VLC scientific
theory and technology. Following this introductory chapter, Chapter 2 deals with mod-
ulation techniques under lighting constraints, and is written by Jae Kyun Kwon and Sang
Hyun Lee. The authors explain that the physical layer design of VLC systems is of
substantially different character than conventional wireless systems, notably with regard
to a new average intensity constraint. This new constraint, which will be referred to as the
“dimming target” of the illumination system, introduces a new domain of system design
that has rarely been considered in existing communication media. Chapter 3, by Wen-De
Zhong and Zixiong Wang, describes methods such as receiver plane tilting and a special
LED lamp arrangement as performance enhancement techniques for indoor VLC sys-
tems. The next two chapters, 4 and 5, deal with very important aspects of VLC, which
take advantage of the characteristics of light to obtain location information. Chapter 4, by
Mohsen Kavehrad and Weizhi Zhang, outlines the applications, investigates current
access to the radio spectrum and studies in depth the shifting needs of indoor positioning
in the visible light spectrum. At the end of the chapter, challenges and potential solutions
are discussed. Chapter 5, by Zhengyuan Xu, Chen Gong, and Bo Bai, presents indoor and
outdoor light positioning systems (LPS). For indoor LPS, combining VLC with position
estimation methods is presented and an optimal estimation algorithm is implemented at
the receiver to provide an unbiased estimate of the camera position. For outdoor
automotive LPS, the light signal could be emitted from a traffic light, carrying its position
information. Then, the position of the vehicle could be estimated based on the received
position information of the traffic light and the time difference of arrival (TDoA) of the
light signal at two photodiodes. Chapter 6, by Kang Tae-Gyu describes the standards for
VLC. In this chapter, the lamp and electronic power are presented in terms of electric
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safety in IEC TC 34. Later, other standards for VLC, such as PLASA E1.45 and IEEE
802.15.7, which need a number of protocols between a sending party and a receiving
party are discussed, as well as electric safety. This chapter also discusses the compati-
bilities of the VLC service area, illumination, vendor considerations and standards.
Chapter 7, by Shlomi Arnon, presents different modulation methods used in VLC,
such as on off keying (OOK) pulse position modulation (PPM), inverse pulse position
modulation (IPPM) and variable pulse position modulation (VPPM). Later, explanations
are given on how to calculate the bit error rate (BER) for each modulation scheme. A
detailed description of how to calculate the effect of synchronization time offset and
clock jitter on the BER performance is also presented. Chapter 8, by Klaus-Dieter
Langer, describes discrete multitone (DMT) modulation for VLC and presents advanced
and highly spectrally efficient solutions for this scheme, such as DC-biased DMT,
asymmetrically clipped optical OFDM (ACO-OFDM) and pulse-amplitude-modulated
discrete multitone (PAM-DMT). Chapter 9, by Shinichiro Haruyama and Takaya
Yamazato, deals with image sensor based VLC and introduces two unique applications
using an image sensor: (1) massively parallel visible light transmissions that can theo-
retically achieve a maximum data rate of 1.28 Gigabits per second; and (2) accurate
sensor position estimation that cannot be realized by a VLC system using a single-
element photodiode (PD). Applications of image sensor based communication for the
automotive industry, position measurements in civil engineering and bridge position
monitoring are also presented.
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2 Modulation techniques with lighting
constraints
Jae Kyun Kwon and Sang Hyun Lee

The physical layer design of visible light communication (VLC) systems is of substan-
tially different characteristics from standard RF communications in that it involves a new
constraint, namely a lighting constraint. This kind of constraint is imposed on the average
intensity and flicker of the light emission. Since the flicker has little impact on human eye
perception when light pulses blink at 200 Hz or higher frequency, the average intensity
constraint is mainly addressed in this chapter. While this constraint is usually given as an
inequality in optical wireless communication, it is represented as an equality in VLC. In
addition, compared to radio-frequency communication, where the signal power, the
squared value of signal level, is usually constrained, the intensity, the signal level itself,
is constrained. In other words, the lighting constraint is defined with respect to the
average (the first-order moment) of the signal, instead of the variance (the second-
order moment). Therefore, this new constraint, which will be referred to as the dimming
target, introduces a new domain of system design which has rarely been considered in
existing communication media.

In this chapter, several ways of communicating a message subject to the average
constraint are addressed. This chapter is far from comprehensive but attempts to
offer several promising ways of achieving such a goal. To satisfy the lighting
constraint represented by the average constraint, several approaches have been
addressed, and they can be categorized as to shift signal levels, to compensate in
time, and to change level distribution. Some of those schemes are simply realized,
and some provide improved throughput. First, the shift of the signal level is one of
the simplest approaches. A typical non-return-to-zero (NRZ) on-off keying (OOK)
has 50% average intensity for uniform probability of binary symbols. For the
lighting constraint of 75% dimming, it offers a simple solution of moving the
OFF symbol level from 0% intensity to 50%, which is referred to as analog
dimming. Although this is conceptually simple, a non-linear characteristic of
LEDs poses some technical difficulties, and the reduced level spacing degrades
detection performance.

Second, compensation of the intensity difference in time is another approach that can
be simply realized. For general data transmission with 50% average intensity, i.e., uni-
form symbol probability, when the lighting constraint of 75% dimming is targeted, the
same duration of dummyON transmission time as the data transmission time is appended
to meet the target. If the target is below 50%, a dummy OFF symbol interval is applied to
resolve the difference. Those dummy transmissions may be either appended after each



single data frame or inserted between every symbol. An example of the former is the
time-multiplexed OOK [2, 3] presented in the IEEE standard. On the other hand, pulse
width modulation (PWM) is a typical representation of the latter. Several studies [4, 5, 6]
based on PWM present some simple solutions to provide a marginal rate enhancement.
PWM can also be superposed with OOK and pulse position modulation (PPM) for
dimming support [7, 8]. Variable pulse position modulation (VPPM) [2] is another
approach that uses PWM. This combines 2-PPM and PWM for a dimming control as
shown in Fig. 2.1. Pulse dual slope modulation [10] is a variant of VPPM and offers
improved flicker mitigation.
Third, change of the distribution of symbol levels can be considered a sophisticated

approach, which promises additional rate enhancement. Inverse source coding (ISC) [11,
12] converts the uniform distribution of ON and OFF symbol levels to 75% ON symbols
and 25% OFF symbols for achieving a binary OOK with 75% target. This can also be
extended to M-ary modulation and provides a theoretical data rate bound asymptotically
in a noise-free environment. Multiple-PPM (MPPM) [3, 13, 14] is another scheme that
falls in this category. This uses all possible combinations of ON and OFF symbols within
a specified interval to represent distinct messages, while the ratio of ON symbols and
OFF symbols is adjusted to meet the dimming target. Although ISC and MPPM provide
high throughput in a low-noise channel, both still have some challenges to overcome to
coexist with channel coding in a high-noise channel. To this end, several practical
schemes [15–18] to accommodate channel coding in dimmable VLC have been
proposed.
Typical LED lighting provides white illumination. However, some applications

require multi-colored LEDs, such as light therapy, display, and lighting with a high
color rendering index. In such applications, the lighting requirement does not simply give
a constraint on scalar average intensity but a vector of average color and intensity. Two
approaches for the colored case are addressed here. Color shift keying (CSK) [2, 19, 20]

12.5%

Dimming control

“0” ‘’0’’ “1”

25%

50%

75%

87.5%

Figure 2.1 PPM with a dimming control (after [9]).
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separates consideration of color and intensity. The intensity is fixed to the target intensity,
and the data transmission is carried out using an instantaneous variation of the color, as
shown in Fig. 2.2. The signal constellation lies in a two-dimensional color space with the
identical intensity. On the other hand, color intensity modulation (CIM) [21] changes
both the color and intensity simultaneously. Therefore, this can provide throughput
enhancement over CSK.

In the following sections, the detail of three schemes is considered: ISC, multi-level
approaches, and CIM. In addition, another physical consideration should be taken into
account in the implementation of the system. VLC requires instantaneous variation of
lighting to avoid human detection. Thus, when the variation of symbols is fast enough
this ensures no flicker. In addition, careful attention should also be given to physical color
temperature and chromaticity shift of LED lighting. This results mainly from the change
in input current level and temperature of the LED, and multi-level schemes are suscep-
tible to this shift.
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Figure 2.2 Symbol constellation of CSK with three symbols in CIE xyY color space (© 2012 IEEE, reprinted,
with permission, from [21]).
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2.1 Inverse source coding in dimmable VLC

2.1.1 ISC for NRZ-OOK

The ISC scheme for binary modulation is introduced first. Let d denote the dimming target.
To achieve this target, the OOKmodulation should be formed using ON and OFF symbols
in the proportion of d and 1 − d respectively. If the communication is carried out using this
modulation, the data rate is upper-bounded by the binary entropy, which is given by

Ep = −d log2 d − (1 − d) log2 (1 − d). (2.1)

Thus, to achieve the maximum transmission efficiency (data rate) with the dimming
target d, the composition of message symbols should be adjusted so that ON and OFF
symbols occur with probability d and 1 – d, respectively, in a single data frame. Since the
source coding (compression) operation is used to maximize the entropy by changing the
composition of symbols as uniformly as possible, the inverse operation of this can be
applied to adjust the composition of symbols to an arbitrary proportion. Thus, this
operation is referred to as inverse source coding (or dimming coding) and can be
incorporated in the transmitter of a VLC system as in Fig. 2.3. Since the proportion of
input binary symbols is kept to be even, a binary scrambling operation may be applied to
maintain the uniform input probability in the case that the symbol composition of the
input message is non-uniform. The binary scrambling can be realized by taking symbol-
wise modulo-2 operations after adding a random binary sequence to a stream of the
message symbol.
Figure 2.4 shows the transmission efficiency increase of ISC over existing time-

multiplexing-based dimming support. The transmission efficiency of the ISC, denoted
by Ep, is consistently improved over the existing scheme, denoted by E0, and both
become equal when d = 0, 0.5, and 1. Also, the increase in efficiency Ep

E0
is expressed as

Ep

E0
¼ �d log2d � ð1� dÞlog2ð1� dÞ

2d
; ð2:2Þ

as illustrated in Fig. 2.4. As the dimming target deviates from 0.5, the efficiency
improvement becomes larger. A 50% improvement in efficiency is induced when the
dimming target is 29% (or 71%) and 100% for 16% (or 84%).
Here, the realization of ISC is considered and exemplified using a Huffman code. Let

the dimming target d be 0.7. That is, the proportion of ON and OFF symbols should be
70% and 30%, respectively. Thus, Huffman encoding for this condition is first applied.
Since the probability of an ON symbol is larger than that of an OFF symbol, the ON
symbol is jointly considered with the consecutive symbols. Thus, the resulting proba-
bilities for new symbols “0,” “10,” and “11” are given as in Table 2.1. The rightmost
column in Table 2.1 lists codewords that are encoded by the Huffman code. The average
lengths of uncoded and encoded symbols are 1.7 and 1.51, respectively. Thus, the
compression ratio is given as 1:51

1:7 ≈ 0:888. Since the entropy can be evaluated
as –0.3log2 0.3 – 0.7log2 0.7 ≈ 0.881, more than 94% < 1�0:888

1�0:881

� �
of the compression

ratio is obtained compared to the maximally achievable compression ratio. Inverse
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Figure 2.3 The transmitter of a VLC system with inverse source coding (© 2010 IEEE, reprinted, with permission, from [11]).



Huffman coding is used to convert a data streamwith uniform binary symbols to that with
70% of the resulting symbols being ON. This is shown in Table 2.2, which is realized
simply via the inverse of the mapping presented in Table 2.1. The average lengths of
uncoded and inversely-Huffman-encoded symbols are 1.5 and 1.75, respectively. Thus,
the decompression ratio is 1:75

1:5 ≈ 1:17 ≈ 1
0:857. The resulting dimming rate is given by

0� 1

4
þ 1� 1

4
þ 0� 1

4

� �
þ 1� 1

2
þ 1� 1

2

� �

1� 1

4
þ 2� 1

4
þ 2� 1

2

¼ 1:25

1:75
¼ 0:714; ð2:3Þ

which is close to the dimming target of d = 0.7. Elaborate Huffman coding and its
associated inverse Huffman coding using a larger number of symbols can yield an
improved fit to the dimming target.

Table 2.1 Huffman encoding (© 2010 IEEE. Reprinted, with permission, from [11]).

Symbol / length Probability Codeword / length

0 / 1 0.3 00 / 2
10 / 2 0.21 01 / 2
11 / 2 0.49 1 / 1
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Figure 2.4 Efficiency improvement with ISC (© 2010 IEEE, reprinted, with permission, from [11]).
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Lastly, the conflict between channel coding and inverse source coding is addressed.
Let an example sequence 00 01 1 01 1 be inversely Huffman-coded. Then, the flow of
encoding operations proceeds as:

* input sequence: 00 01 1 01 1,
* inversely-Huffman-encoded sequence: 0 10 11 10 11,
* sequence corrupted by erroneous channel: 0 00 11 10 11,
* sequence aligned for recovery: 0 0 0 11 10 11,
* recovered sequence: 00 00 00 1 01 1.

In this example, the number of symbols increases by 2 and the fourth single symbol “1” is
decoded to three-tuple symbol “000.” Thus, the channel coding that may follow is highly
like to fail to recover the original sequence. This indicates that an ordinary inverse source
code may not seem to work well with the usual channel coding. Therefore, for VLC
transmission over erroneous channels, two topics for ISC remain open: the existence of
an ISC approach which can work well with channel coding, and the design of a channel
coding scheme that can produce codewords of unequal binary probability of ON and OFF
symbols that adapt to the dimming target.

2.1.2 ISC for M-ary PAM

In ISC with OOK modulation, the dimming target straightforwardly determines the
binary symbol probability by adjusting the duty cycle of a data frame, the proportion
of ON and OFF symbols. However, non-binary modulation, such as pulse amplitude
modulation, may employ various alternatives for dimming support, each of which leads
to a different value of the spectral efficiency. In this context, the distribution of non-
binary symbols that maximizes the spectral efficiency is considered. For the spectral
efficiency, the entropy can be considered. The entropy for M-PAM is simply given by

�
XM
i¼1

pi log2 pi; ð2:4Þ

where pi is the probability of the ith level of PAM. In the equidistantM-PAM, the spacing
between two adjacent levels is equal and the dimming target d is expressed as

d ¼
XM
i¼1

i� 1

M � 1
pi; ð2:5Þ

since the ith level lies on i�1
M�1 of the maximum level and d is the normalized average of

levels. The symbol probability distribution {pi} that maximizes (2.4) under the constraint

Table 2.2 Inverse Huffman encoding (© 2010 IEEE. Reprinted, with permission, from [11]).

Symbol / length Probability Codeword / length

00 / 2 0.25 0 / 1
01 / 2 0.25 10 / 2
1 / 1 0.5 11 / 2
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(2.5) is obtained via an optimization formulation. Since this optimization is concave, its
solution is guaranteed to provide the global maximum. To obtain a closed-form solution
of the optimization, the dual formulation [1] is derived as

Lð pif g; λ1; λ2Þ ¼ �
XM
i¼1

pi log2 pi � λ1
XM
i¼1

pi � λ2A
XM
i¼1

i� 1

M � 1
pi; ð2:6Þ

where λ1 and λ2 are Lagrange multipliers. Then, by some algebra, the dimming target can
be expressed as

d ¼ 2�a

ð1� rÞðM � 1Þ
rð1� rM�1Þ

1� r
� ðM � 1ÞrM

� �
; ð2:7Þ

where a = 1/ln2 + λ1 and r¼ 2�
λ2A
M�1. Thus, a feasible pair of (λ1,λ2) is chosen such that the

distribution {pi} is well-defined and maximizes the entropy. To implement the obtained
distribution, the inverse Huffman code may be used. Figure 2.5 shows the normalized
entropy of 3,4,8-PAM ISC and time-multiplex dimming. ISC consistently outperforms
the time-multiplex dimming scheme regardless of the modulation order. For M-PAM
ISC, the normalized entropies are all of similar trend regardless of M. Therefore, ISC
remains efficient for any large M.

2.1.3 Comparisons with respect to dimming capacity

Here, ISC, analog dimming and their hybrid approach are compared. The analog dim-
ming approach changes the intensity level of symbols: the intensity level is raised if the
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Figure 2.5 Normalized entropy (© 2012 IEEE, reprinted, with permission, from [12]).
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dimming target is greater than 0.5, and reduced if it is smaller than 0.5. The intensity lies
within the interval [0, A] and the symbol spacing is equidistant. The largest shift in
symbol intensity is 2A(d − 0.5). Hybrid dimming is achieved for an intensity shift in
analog dimming smaller than 2A|d − 0.5| and ISC is used to adjust the remaining shift
towards the dimming target. The entropy of analog dimming remains constant for the
dimming target. Since the entropy curve of 3-PAM hybrid dimming results from the
horizontal scaling of 3-PAM ISC, 3-PAM hybrid dimming has the same maximum
entropy as that of 50% dimming for an arbitrary dimming target. Note that other PAMs
such as 3-PAM and 6-PAM are used in this chapter for explanatory purposes, though
2n-PAMs are practically used. Since 95% dimming is expected to yield a lower data rate
than 50% dimming in a noisy channel, special care is required for consideration of the
performance degradation caused by noise in comparison with analog or hybrid dimming.
The minimum distance between symbols is considered here. If the minimum distance is
identical, the order of performance degradation can be assumed to be equal. Thus, the
entropy of the dimming methods can be compared when the minimum distance between
symbols is identical. Figure 2.6 depicts the entropy of 4-PAM ISC and 3-PAM hybrid
dimming with the same minimum distance. 4-PAM ISC is consistently superior to
3-PAM hybrid dimming. This is straightforward because the symbol set of 3-PAM hybrid
dimming {S2, S3, S4} can be considered a special case where the probability of S1 is zero
in the symbol set of 4-PAM ISC, {S1, S2, S3, S4}. Therefore,M-PAM ISC is better than or
equal to N-PAM hybrid dimming in performance when M > N with the same minimum
distance. However, the comparison of ISC, analog dimming, and hybrid dimming is not
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Figure 2.6 Entropy of ISC and hybrid dimming (© 2012 IEEE, reprinted, with permission, from [12]).
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straightforward for different minimum distances. Thus, the dimming capacity is intro-
duced to compare between dimming methods for different minimum distances.
Dimming strategies are compared under additive white Gaussian noise (AWGN):

Y = X + Z, (2.8)

where X is a transmitted signal, Y is a received signal, and Z is AWGNwith zero mean and
variance σ2. The dimming capacity, denoted by Cd ≡ I(X;Y), is defined as the mutual
information between X and Y subject to the dimming constraint E½X �

A ¼ d. Then, I(X; Y)
is given by

IðX ;Y Þ ¼ �
ð∞
�∞

fY ðyÞlog2 fY ðyÞdy�
1

2
log2ð2πeσ2Þ; ð2:9Þ

where f.(.) is the probability distribution function, so that

fX ðxÞ ¼
XM
i¼1

piδðx� biÞ; ð2:10Þ

fY ðyÞ ¼
XM
i¼1

pi fZðy� biÞ; ð2:11Þ

where

bi ¼
ðA� DsÞði� 1Þ

M � 1
þ Ds if d ≥ 0:5

ðA� DsÞði� 1Þ
M � 1

; otherwise;

8>><
>>: ð2:12Þ

and Ds is the level shift for analog and hybrid dimming. Thus, the intensity range [0, A]
can change into either [0, A – Ds] or [Ds, A] according to the dimming target.
Figure 2.7 shows the dimming capacity of ISC by 2,3,4,8-PAM for dimming target 0.5.

The best modulation order that achieves the maximum value of the capacity changes with
respect to channel quality measure A/σ. Since the average power cannot be adjusted
freely under a given dimming target, analog dimming can reduce the intensity range of
[0, A] only. Thus, the decrease in dimming capacity by analog dimming is directly
indicated in Fig. 2.7 by a leftward shift along the horizontal axis, A/σ. For example,
3-PAM is used and dimming changes from 0.5 to 0.8. The intensity range changes from
[0, A] to [0.6A, A] in order to satisfy 0.8 analog dimming, where the range is limited to
only 40% of the original range. This results in a horizontal shift of −3.98 dB≃ −4.0 dB. If
A/σ is 9 dB, this becomes equivalently 5 dB for analog dimming. Then, the dimming
capacity of 0.8 analog dimming corresponds to 0.69, decreased from 1.47 in the two
filled squares shown in Fig. 2.7.
Here, the performance comparison among ISC, analog dimming, and hybrid dimming

is discussed. The modulation level is restricted to 2,3,4,8, and 16-PAM. Figure 2.8
depicts the dimming capacity with respect to A/σ and dimming target. Figure 2.9
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illustrates the dimming method that yields the maximum capacity. Figure 2.9 exhibits the
best dimming method with respect to A/σ and the dimming target. ISC and analog
dimming are chosen when the normalized DC shift (intensity shift) is zero and one,
respectively. Hybrid dimming can be applied for mid-range values. ISC has better
performance except when A/σ is greater than 20 dB and when A/σ is around 11.5 dB
with the dimming target 97%. If higher modulations are allowed for a region A/σ greater
than 20 dB, ISC still remains the best dimming method. Another exception occurs around
an A/σ of 11.5 dB, where modulations between 4-PAM and 8-PAM are not allowed.
Figure 2.10 shows how to determine the y-axis coordinate in Fig. 2.9 when A/σ is 11.5 dB
and the dimming target is 97%. The maximum dimming capacity occurs for 6-PAM and
ISC. If 6-PAM is not allowed, 4-PAM with slight DC shift (hybrid dimming) yields the
maximum. However, the difference of the capacity is negligible between ISC and hybrid
dimming in 4-PAM in this case. Therefore, ISC is the best method when all modulation
levels are available, and ISC is of performance better than or similar to the others when
only a subset of modulation levels is allowed.

2.2 Multi-level transmission in dimmable VLC

In this section, a multi-level transmission scheme is presented for visible light commu-
nication systems of dimming support. To provide a dimming control of the multi-level
modulation, the concatenation of different pulse-amplitude-modulated symbols is used
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Figure 2.9 Dimming method selection (© 2012 IEEE, reprinted, with permission, from [12]).
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to yield the overall signal with an average amplitude that matches the dimming require-
ment. This scheme also aims at arbitrary dimming adaptation by adjusting the com-
position of concatenated differently-modulated symbols. To this end, the problem is
formulated into linear programming with the objective of maximizing the transmission
data rate and satisfying the dimming requirements.

The need for the improved spectral efficiency leads to the use of multi-level modu-
lations, such as PAM, and poses a new challenge for the multi-level transmission scheme
design that adapts to the dimming requirement.

To this end, this section presents a practical multi-level transmission approach that
uses a concatenated code where each of the component codes is encoded and con-
structed with different modulations. To obtain high error-correcting capability with a
simple code structure, a group of linear codes is used and concatenated. However, a
linear code can only generate a set of codewords with a uniform number of symbols.
The average intensity level of a linear codeword modulated using PAM of the peak
level intensity A is always equal to A

2, which corresponds to the dimming of 0.5. In other
words, the straightforward concatenation of linear component codes does not allow for
the adaptation to non-trivial dimming requirements. Therefore, the design of an
efficient transmission scheme satisfying the desired dimming requirement is pursued
by adjusting the proportion of symbols linearly encoded and modulated with different
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PAMs and concatenating those symbols. Since the proportion of linear codes is
adjusted arbitrarily, the adaptation to an arbitrary dimming requirement can be accom-
plished. In what follows, a linear optimization formulation that determines the optimal
composition of linear coded symbols for the highest spectral efficiency is introduced
and solved.

2.2.1 Multi-level transmission scheme

Amodel multi-level transmission scheme is first introduced and a linear optimization is
formulated for obtaining the best configuration of the scheme. For this scheme, N
message symbols that constitute a single data frame are either modulated in one of
M − 1 different PAMs (2 to M-PAM) or punctured. The spacings between levels are
uniform for all modulations. That is, the difference between any two adjacent levels of
a PAM is identical. Without loss of generality, the dimming target d is within [0,0.5],
i.e., d ∈ [0,0.5]. An example of such a multi-level transmission scheme is depicted in
Fig. 2.11. The horizontal and vertical axes are associated with the symbol configuration
(or the symbol order) and the intensity of the transmitted signal, respectively. Message
symbols modulated in different modulations are serially concatenated. Thus, a message
symbol modulated in one of the M PAMs is transmitted at each symbol time instant.
However, the message symbols are not necessarily transmitted in this order, because
the transmission of the symbols in this way causes a periodic gradual decrease of the
intensity in a data frame, which results in a severe flickering effect. Therefore, the
symbols are interleaved in a random way known a priori to transmitter and receiver so
that the order of the intensity levels is randomized and the flicker is averaged out. A
level of one PAM is aligned with the same level of different PAMs. For example, the
ith level of j-PAM is of the same intensity as the ith level of k-PAM for i ≤ j < k. The
unit level of the vertical axis in Fig. 2.11 is uniform. Thus, the transmission scheme can
be thought of as an M-ary PAM with non-uniform symbol level probability or
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Figure 2.11 Multi-level transmission scheme (© 2013 IEEE, reprinted, with permission, from [15]).
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alternatively as the superposition of M − 1 different OOK modulations. The values of
effective power are different for the messages modulated in different PAMs since the
mean symbol power increases with increasing number of levels of PAM. If the message
is assumed to be random and modulated in (i + 1)-PAM, each level in a PAM symbol
occurs with uniform probability 1/(i + 1) and the average symbol level is equal to
i/2 times the intensity of a single level. By changing the proportion of symbols
modulated in M different PAMs, the dimming rate can be adjusted to an arbitrary
target. The proportions of level i = 0, . . . ,M − 1 and that of each level in (i + 1)-alphabet
symbols are denoted by pi and qi, respectively. It is defined that qM−1 = pM−1. Then, it
follows that

qi ¼
pi � piþ1 if i ¼ 0; . . . ;M � 2;

pM�1 if i ¼ M � 1:

�
ð2:13Þ

Note that pi ¼
XM�1

j¼i
qj and the sum of {pi} is equal to one. Also, it is obvious that

XM�1

i¼0

pi ¼
XM�1

i¼0

XM�1

j¼i

qj ¼
XM�1

i¼0

ðiþ 1Þqi ¼ 1: ð2:14Þ

That is, the (i + 1)-PAM has the proportion of (i + 1)qi, which corresponds to the
proportion of the ith column in Fig. 2.11. A symbol modulated in (i + 1)-PAM has the
amount of information proportional to log2(i + 1) bits per symbol. Since the dimming
target is associated with the average intensity, distribution {pi} can be chosen to meet the
dimming target. Therefore, the dimming target is expressed with respect to distribution
{pi} as

d ¼
XM�1

i¼0

i

M � 1
pi: ð2:15Þ

When d ∈ (0.5,1], a distribution fpig can be redefined as pi ¼ pM�i�1 by symmetry. For
this purpose, the proportion for (i + 1)-PAM qi is found such that the overall spectral
efficiency is maximized. Since the (i + 1)-PAM symbol can convey log2(i + 1) bits, the
spectral efficiency (or entropy) is chosen to be an objective function of the optimization,
which is given by

EðfqigÞ≡
XM�1

i¼0

ðiþ 1Þlog2ðiþ 1Þð Þqi: ð2:16Þ

Since all expressions associated with {pi} and {qi} are linear, the optimization is given in
a linear convex optimization formulation, i.e., linear programming. By merging (2.13),
(2.14), and (2.15), the resulting linear optimization, with the objective of maximizing
(2.16), is given by

max
qi ≥ 0

XM�1

i¼0

log2ðiþ 1Þð Þqi
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subject to

XM�1

i¼0

qi ¼ 1;

XM�1

i¼0

iqi ¼ 2ðM � 1Þd;

qi ¼
ðiþ 1Þð pi � piþ1Þ if i ¼ 0; . . . ;M � 2;

MpM�1 if i ¼ M � 1:

�
ð2:17Þ

To obtain a closed-form solution, the dual formulation [1] is derived because only two
(dual) variables are sufficient and the solution is easier to obtain than the original (primal)
formulation. Therefore, (2.17) is reformulated as:

min
λ;μ

λþ 2ðM � 1Þdμ

subject to

λ + iμ ≥ log2 (i + 1), i = 0,. . .,M – 1. (2.18)

To see this, the Lagrange function [1] of (2.17) can be considered. Since there are two
constraints, two Lagrange multipliers denoted by λ and μ, respectively, are introduced.
Since the Lagrange function provides the original formulation with a concave upper
bound, the dual formulation turns out to be the minimization of the bound in order to
match the bound to the maximum. For this goal, the Lagrange function can be expanded
with respect to M variables qi. Then, the fact that the coefficients of those M variables
become negative in the minimization leads to the correspondingM different constraints,
and the remaining terms that are independent of the variables provide the objective
function of (2.18). The objective function depends on symbol alphabet M and dimming
target d. Also, each constraint is associated with each of M PAMs. Since both formula-
tions are simple linear programming, the strong duality holds by Slater’s condition [1]. In
other words, the optimal solutions of both formulations are identical. The dual formula-
tion can also be interpreted in a geometric way as illustrated in Fig. 2.12. TheM different
constraints generate a convex feasible region over the (λ,μ) plane. In addition, the
objective function is associated with a line across the feasible region with its slope
being 1/(2(M –1)d) and its x-intercept equal to the objective value. Therefore, the dual
problem turns out to determine a line which touches a point of the feasible region and has
the smallest x-intercept. According to the constraints in (2.18), there areM different lines
of decreasing slopes that define the boundary of the feasible region in the plane.
Therefore, M –1 intersecting points can occur on the boundary of the feasible region.
Since the feasible region is convex, the line associated with the objective function
intersects only a single point of the feasible region. By inspection, the solution occurs
at a point where only two constraints in (2.18) hold the equality. Therefore, consideration
of the intersection of those points and the line associated with the objective function
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suffices. By the complementary slackness, all variables qi associated with strict inequal-
ities have zero values, i.e., qi ¼ 0 for i such that λ + iμ> log2(i + 1). At most, two primal
variables qi can take non-zero values, and only two (consecutive) PAMs are needed for
the optimal transmission. Here, the effective modulation parameter is defined as
m≡ 2ðM� 1Þdb c: Then, the solution is expressed as

λ� ¼ log2
ðm þ 1Þmþ1

ðm þ 2Þm ; μ� ¼ log2
m þ 2

m þ 1
: ð2:19Þ

The corresponding objective value is given by

Eðλ�; μ�Þ ¼ log2ðm þ 1Þ m þ 2

m þ 1

� �2ðM�1Þd�m

: ð2:20Þ

In addition, the associated distribution is obtained as

q�i ¼
1�

�
2ðM � 1Þd � m

�
if i ¼ m;

2ðM � 1Þd � m if i ¼ m þ 1;

0 otherwise:

8>><
>>: ð2:21Þ

This implies that only two modulations of ðm þ 1Þ-PAM and ðm þ 2Þ-PAM are used in
the optimal transmission. This can be considered in a general setting where an arbitrary
subset of PAM alphabets is allowed instead of all alphabets (1 toM-PAM). Since a single
constraint in (2.18) is associated with a distinct modulation, the dual formulation and its
geometric interpretation are intact for any change in PAMs. Since the number of message
symbols is practically chosen to be power-of-twos, 2k-PAMs are preferred for positive
integer k. For example, only 1, 2, 4, and 8-PAM are used. Then, the corresponding
feasible region becomes a polygon with at most four vertices. The intersections and the
corresponding data rates are listed along with valid ranges of the dimming rate in
Table 2.3. The upper triangular part (i.e. above the table diagonal) shows the intersections
associated with two PAMs corresponding to row and column indices. The lower tri-
angular part represents the corresponding objective value. The last row and column
correspond to the lower and upper limits of achievable dimming targets. For example, in
the case of only 2-PAM and 4-PAM used, the line associated with the objective

( λ*, μ*)

λ*+ 2(M − 1)d μ*

1

1

μ

log23

2 λ

log2M

log2M
M − 1

log23
2

2
3

Figure 2.12 Geometric interpretation of the dual problem (© 2013 IEEE, reprinted, with permission, from [15]).
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function crosses point 1
2 ;

1
2

� �
on the (λ, μ) plane. The corresponding objective value is

1þ14d
2 for d∈ 1

14 ;
3
14

	 

:

To ensure that all levels of the (i + 1)-PAM symbol occur uniformly, (i + 1)-ary
scrambling can be applied by taking symbol-wise modulo-(i + 1) operations after
addition of an (i + 1)-ary random sequence. For example, 4-PAM is used and trans-
mitted symbols are assumed to be 0 1 1 2 2 2 3 1. Thus, the symbol level probability is
non-uniform. In addition, the scrambling sequence is given as 3 2 1 0 3 2 1 0. The
symbols obtained after scrambling are given as 3 3 2 2 5 4 4 1 mod 4 = 3 3 2 2 1 0 0 1.
Therefore, the resulting transmitted symbols are uniform. To retrieve the original
symbols at the receiver, the scrambling sequence is subtracted from the received
symbols and the recovered symbols are given as 0112 –2 –2 –11 mod
4 = 0 11 2 2 2 3 1. Let Ni be the number of symbols modulated in (i + 1)-PAM in a
data frame. That is, Ni is the closest integer to Nqi. Then, the overall dimming rate is
considered as a random variable D such that E[D] = d and is given by

D ¼

XM�1

i¼0

XNi�1

j¼0

A

M � 1
Uij

XM�1

i¼0

XNi�1

j¼0

A

; ð2:22Þ

where Uij is a discrete random variable uniformly distributed over interval [0, i],
representing the jth symbol modulated in (i + 1)-PAM. Also, A is the largest level of
M-PAM and the spacing between two adjacent levels is equal to A

M�1. Therefore, the
variance of D denoted by var[D] is given by

var½D� ¼ 1

NðM � 1Þ2
XM�1

i¼0

iðiþ 2Þ
12

qi: ð2:23Þ

Table 2.3 Solution for the system consisting of 1,2,4, and 8-PAM (© 2013 IEEE, reprinted, with permission,
from [15]).

(PAM,PAM) 1 2 4 8 B

1 (0,1)
0;
2

3

� �
0;
3

7

� �
0

2 14d 1

2
;
1

2

� �
2

3
;
1

3

� �
1

14

4 28d

3

1þ 14d

2
5

4
;
1

4

� �
3

14

8 6d 2þ 14d

3

5þ 14d

4

1

2

A 0 1

14

3

14

1

2
d ∈ ½A;B�

Multi-level transmission in dimmable VLC 27



Since only ðm þ 1Þ-PAM and ðm þ 2Þ-PAM are used for the optimal transmission, the
variance is simply given by

var½D� ¼ ðm þ 1Þðm þ 3Þ � ð2m þ 3Þq�m
12NðM � 1Þ2 ≤

ðM þ 1Þ
12NðM � 1Þ ; ð2:24Þ

where the equality holds when d = 0.5. Since the lowest optical clock rate is 200 kHz
[22], the variation can be bounded within approximately 1% by taking the data frame
length N greater than 1000 for M = 8. Therefore, flicker does not occur because the
brightness of visible light changes at a rate much faster than 150–200 Hz [2].

2.2.2 Asymptotic performance

The performance of the multi-level transmission scheme is addressed in various config-
urations, such as all consecutive alphabets and power-of-two alphabets. For fair compari-
son, the normalized capacity is evaluated by dividing the average number of bits per
symbol by log2(i + 1) for (i + 1)-PAM, as illustrated in Fig. 2.13. This corresponds to the
relative data rate introduced in order to compare various transmission schemes with
different data rates. ML-(i + 1)PAM denotes the multi-level transmission scheme that
allows consecutive (i + 1) different PAMs (1 to (i + 1)-PAM), and rML-4PAM(1,4)
denotes a transmission scheme with only 1-PAM and 4-PAM used. Although ISC [12]
establishes a theoretical upper bound, a practical capacity-approaching scheme achieving
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Figure 2.13 Normalized spectral efficiency (capacity) (© 2013 IEEE, reprinted, with permission, from [15]).
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this bound has not been found. The spectral efficiency ofM-PAM ISC increases slowly as
the number of alphabets M increases. The performance of the scheme approaches the
upper bound in a piecewise linear way for the increasing number of alphabets. Thus, a
good upper-bound for ML-MPAM in Fig. 2.13 is obtained. The kth point where the slope

changes is located at k
2ðM�1Þ ;

log2ðkþ1Þ
log2M

� �
on the ML-MPAM curve. As the number of

alphabetM increases, the number of such points increases correspondingly, and the set of
line segments connecting adjacent points provides a good approximation of the curve for

ML-MPAM. Then, all points in k
2ðM�1Þ ;

log2ðkþ1Þ
log2M

� �
jk ¼ 0; . . . ;M� 1

� �
lie along the

curve represented by fMðxÞ ¼ log2ð1þ2ðM�1ÞxÞ
log2M

. Note that for x∈ (0,0.5], it becomes the

case that fM(x) = 1 as M tends to infinity.
The performance improvement over rML-(i + 1)PAM(1,i + 1) is depicted in

Fig. 2.14. The improvement decreases gradually as the dimming rate approaches
0.5. The optimal composition of PAMs is shown for various dimming rates in
Fig. 2.15. This is consistent with the solution of the optimization where at most two
PAMs are chosen for the optimal transmission. Since eight different PAMs are allowed
(1 to 8-PAM), two lines associated with k-PAM and (k + 1)-PAM cross in interval
k�1
14 ; k

14

	 

for k = 1,. . .,7, i.e., at seven different points. Compared to this, three crosses

occur in rML-8PAM(1,2,4,8). Therefore, this figure is used to determine the optimal
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Figure 2.14 Capacity improvement (© 2013 IEEE, reprinted, with permission, from [15]).
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transmission scheme graphically. Once the target dimming rate is known a priori, both
the transmitter and receiver can find the optimal composition of the modulations
immediately.

2.2.3 Simulation results

Simulation results of uncoded and coded transmission schemes are shown here. Let A and
M be the largest level and the order of the largest ordered PAM, respectively, i.e., A is the
intensity of the Mth level of M-PAM. Under the assumption of uniform PAM symbol
level, the kth level of (i + 1)-PAM is expressed as kA

M�1. Then, the symbol error probability
of the uncoded (i + 1)-PAM is given by

Pðiþ1Þ
err ¼ 2i

iþ 1
Q

1

2ðM � 1Þ
A

σ

� �
¼ 2i

iþ 1
QM

A

σ

� �
; ð2:25Þ

where QM ðxÞ≡Q x
2ðM�1Þ
� �

, and σ2 is Gaussian noise power. For a channel quality

measure, the signal-intensity-to-noise-amplitude ratio is used. In optical wireless com-
munication, the LED modulates the instantaneous optical intensity proportional to an
input electrical current signal via intensity modulation and direct detection [23]. The
combination of these two conversion steps ensures the validity of (2.25) in VLC. The
overall symbol error probability is given by
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Perr ¼
X
i∈M

qi
2i

iþ 1
QM

A

σ

� �
; ð2:26Þ

where M is the set of the largest levels (in [0, M − 1]) of all PAMs allowed in a data
frame, i.e.,M ¼ i∈½0;M � 1�jqi > 0f g: Since only two adjacent PAMs are used for the
optimal scheme in (2.21), the error probability is given by

P
�
err ¼ 2

ðm þ 1Þ2 � q�m
ðm þ 1Þðm þ 2ÞQM

A

σ

� �
≤ 2

m þ 1

m þ 2
QM

A

σ

� �
: ð2:27Þ

The decoding error performance depends on two parameters m and q�m , and hence on

dimming rate d and modulation order M. The equality holds when q�m ¼ 0; i:e:; d ¼
mþ1

2ðM�1Þ for m ¼ 0; . . . ;M � 2 and, when d = 0, no information is transmitted and the error

bound obviously becomes zero. The error bound is maximized if only M-PAM is used
and d = 0.5. This is obvious because the symbol error probability inherently grows as the

number of transmitted symbols increases. Given that Pðiþ1Þ
err > ε for a non-zero ε, spectral

efficiency R(i+1) decreases to zero as fast as Oðð1� εqiÞN Þ. Therefore, it is necessary to
use a good channel code for each PAM to obtain high spectral efficiency. The resulting
spectral efficiency is expressed as

R
� ¼ q�m 1� 2

m

m þ 1
QM

A

σ

� �� �Nq�
m

log2ðm þ 1Þ

þ ð1� q�mÞ 1� 2
m þ 1

m þ 2
QM

A

σ

� �� �Nð1�q�
m
Þ
log2ðm þ 2Þ: ð2:28Þ

Since m and q�m are functions of the dimming target, so is the spectral efficiency.
The performance of coded schemes is now considered. Symbol error probability

Pðiþ1Þ
err for i∈M is obtained only by simulation. If the information is encoded with

code rate R and modulated intoN PAM symbols, the two exponents of (2.28) are replaced
with NRq�m and NRð1 � q�mÞ, respectively. Turbo codes are used for the evaluation of the
coded performance, in that the use of practical coding schemes guarantees the feasibility
of the transmission scheme, and turbo codes lead to the capacity-approaching perform-
ance. In addition, turbo codes are robust against the performance degradation incurred by
puncturing for adapting an arbitrary dimming target. Figures 2.16 and 2.17 compare the
spectral efficiencies for dimming requirement d = 0.1 and 0.4, respectively. Several
different codes of rates R ¼ 1

3 ;
1
2 ;

3
4 can be obtained from a single code of rate 1

3 by
puncturing. For comparison, the results of other transmission schemes that meet the
dimming requirement, using 8-PAM or ðm þ 2Þ-PAM are presented. For the uncoded
scheme, the result of a random scheme is presented by calculating the average with
respect to the ensemble of feasible profiles fqig. For different dimming targets, the multi-
level transmission scheme consistently shows superior throughput performance to
others, and it selects different pairs of PAMs accordingly, e.g., (2,3)-PAM for d = 0.1,
(3,4)-PAM for d = 0.2, (5,6)-PAM for d = 0.3, and (6,7)-PAM for d = 0.4. Between two
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Figure 2.16 Spectral efficiency for dimming target 0.1 (© 2013 IEEE, reprinted, with permission, from [15]).
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Figure 2.17 Spectral efficiency for dimming target 0.4 (© 2013 IEEE, reprinted, with permission, from [15]).

32 Jae Kyun Kwon and Sang Hyun Lee



cases that use puncturing, the scheme using ðm þ 2Þ-PAM outperforms that using the
maximal order PAM (8-PAM). The performance difference between them is large in a
low dimming regime, because larger numbers of symbols are punctured with smaller
values of d for 8-PAM and the overall amount of information is lower than for
ðm þ 2Þ-PAM:

2.3 Color intensity modulation for multi-colored VLC

2.3.1 Color space and signal space

Now the characteristics of the color space are introduced and the difference from the
signal space is considered. To this end, the model of the multi-colored system is briefly
described. N different LEDs and corresponding photodetectors (PDs) with different
wavelength characteristics are used. Let Ii (λ) and rj (λ) denote the intensity of the ith
LED and the responsivity of the jth PD, respectively. Then, the overall intensity at the

receivers is given by IðλÞ ¼
XN

i¼1
IiðλÞ. Let xðλÞ, yðλÞ, and zðλÞ be the normalized color

matching functions [24] associated with the color perception capability of human eyes.
Then, three components of light stimuli are given by X ¼ Ð xðλÞIðλÞdλ,
Y ¼ Ð yðλÞIðλÞdλ, and Z ¼ Ð zðλÞIðλÞdλ. These parameters can characterize the per-

ception in human eyes indicated in CIE XYZ color space [24]. A single color is
associated with each line passing the origin in CIE XYZ color space, as shown in
Fig. 2.18, and its corresponding intensity is represented by the distance of a point on the
line from the origin. To provide a VLC feature under these color matching and dimming
constraints, color shift keying (CSK) [22] can be used. CSK places the symbol constellation
around the target color in CIE xyY color space such that the average of colors associated
with symbols is the same as the target color. At the same time, the intensity of LEDoutput is
controlled to meet the dimming requirement. Figure 2.2 shows an example of CSK
achieved using three LEDs, denoted by LED1, LED2, and LED3, respectively. Message
symbols can be placed within a triangle with three vertices associated with those three
LEDs such that the overall average coincides with the point corresponding to the target
color. In doing so, message symbols should be located as far as possible fromone another to
minimize the detection error. The detection of the signal is carried out in the signal space.
Thus, the received signal is represented with an N-dimensional vector S = [S1,. . .,SN]

T,

where the ith component, the output of the ith photodetector, is Si ¼
Ð
riðλÞIðλÞdλ.

Lighting conditions of color matching and dimming are considered in the color space,
while the spectral efficiency (or mutual information) of the communication feature can be
addressed in the signal space. Therefore, it is not straightforward to consider both objectives
simultaneously in a single space.

2.3.2 Color intensity modulation

To mitigate this difficulty and improve the spectral efficiency under the given con-
straint, color intensity modulation (CIM) is proposed. To this end, a subspace (or a
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point) in the signal space is chosen which is associated with the subspace of the color
space where color constraint is satisfied. For this subspace of the signal space, the
positions of symbols are determined to maximize the spectral efficiency subject to
the constraint that the symbols’ weighted average belongs to the subspace. For the
control of the average intensity of symbols, PAM is used here since it has the same
bandwidth regardless of the average intensity. When the average intensity is achieved
using M-PAM ISC [12], two different approaches can be used: either adjusting
symbol probabilities for fixed equidistant symbols or controlling positions and prob-
abilities simultaneously. In Figs. 2.19 and 2.20, those two approaches are illustrated
with A/σ 8 dB and the dimming target 0.8. The second approach offers 1.3% improved
performance with the simultaneous control of positions and probabilities of message
symbols.

Now multi-dimensional channel is considered with multi-color LEDs. For independ-
ent and parallel control of optical channels, wavelength division multiplexing (WDM)
can be used. ISC offers each optical channel of WDMwith color matching and dimming
control. On the other hand, CIM does not suffer from inter-channel interference, even
when the channels are non-orthogonal. CIM yields improved spectral efficiency over
the normal WDM and WDM with ISC in non-orthogonal channels. To summarize the

X
Y

Z

Figure 2.18 CIE XYZ color space.
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concepts of CSK,WDM, and CIM, first, CSK uses only a two-dimensional region (a part
of a plane) with a specific intensity in the three-dimensions, Fig. 2.18. The plane has
a positive intercept on each axis. On the other hand, WDM and CIM adopt the entire
three-dimensional region. Their difference is that WDM separately uses each channel of
three-dimensions and CIM exploits the entire three-dimensional region at once. If
the three-dimensional channels are orthogonal to each other and can be separated without
interference, WDM supported by ISC yields the same performance as that of CIM,
otherwise CIM is better than WDM. For analysis of the spectral efficiency, an additive
Gaussian noise channel is considered with fully orthogonal optical channels where each
receiver can distinguish its corresponding signal, i.e., Si ¼

Ð
riðλÞIiðλÞdλ. Then, the

received signal vector V = [V1,. . .,VN]
T can be denoted by V = S + W, where W is an

additive Gaussian noise vector. By the constraints of lighting, the weighted average of S
belongs to a subspace of signal space, which is reduced to a point when N = 3, with three
color channels.
Figure 2.21 shows one-dimensional mutual information with respect to A/σ and

dimming constraints. When the optimal point is chosen in the subspace, the sum of
I (Si; Vi) is the upper-bound for the capacity of CIM. In addition, a two-dimensional
example is depicted in Fig. 2.22 for A/σ 8 dB and 6 dB, and dimming targets 0.8 and
0.5 for each dimension, respectively. Two axes represent the signal communicated
between corresponding transmitter and receiver. Then, the mutual information is
0.9494 + 0.9385 = 1.8879 bits/symbol, and the number of symbols is 4 × 3 = 12.
Thus, the upper-bound for the capacity is 1.8879. A three-dimensional extension
is shown in Fig. 2.23 with the lighting constraint of A/σ 5 dB, dimming target 0.3
for the additional dimension. Thus, the mutual information is equal to 0.9494 +
0.9385 + 0.6945 = 2.5824 bits/symbol.
Table 2.4 compares the mutual information of the CIM and CSK. The channel condition

is identical to the case shown in Fig. 2.23 with the exception of the dimming target 0.2 for
the first channel R1 instead of 0.8. The results for CSK1 and CSK2 are obtained to
maximize the minimum distance between three symbols without and with consideration
of channel gains, respectively. The following three CIM schemes place symbols in a three-
dimensional space in different ways. CIM1 places eight equiprobable symbols centered on

7.80% 11.55% 13.50% 67.15%

1 (A) 0.80.60.40.20

Target point

Figure 2.19 Optimal equidistant symbols with mutual information 0.9373 bits/symbol when A/σ is 8 dB, and
the dimming target is 80% (© 2012 IEEE, reprinted, with permission, from [21]).

8.74% 4.88% 17.28% 69.10%

1 (A)0.80.60.40.20

Target point

Figure 2.20 Optimal adjusted symbols with mutual information 0.9494 bits/symbol when A/σ is 8 dB, and the
dimming target is 80% (© 2012 IEEE, reprinted, with permission, from [21]).
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the target point so that the set of symbols forms a rectangular parallelepiped. CIM2 locates
eight symbols with different probabilities at the corners of the rectangular parallelepiped as
in Fig. 2.23. CIM3 denotes the scheme shown in Fig. 2.23. Thus, its signal constellation
corresponds to a mirror image of Fig. 2.23 along the R1 axis.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1(A2)

R1

R
2

Target point

3.78%

3.78% 1.85% 7.48%

29.89%7.48%1.85%

0.58%1.18% 2.33% 9.31%

29.89%

1(A1)

Figure 2.22 CIM symbol constellation in two-dimensional single space for the orthogonal channels: (A/σ,
dimming) = (8 dB, 80%) in R1 axis, and (A/σ,dimming) = (6 dB, 50%) in R2 axis (after [21]).
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Finally, a non-orthogonal multi-colored channel is considered. Since the signals
received at the receivers are not independent, the resulting signal subspace forms a
parallelogram and a parallelepiped in the two-dimensional and three-dimensional
signal space, respectively. Figure 2.24 illustrates the case where the first receiver
may respond to the second transmitter. Thus, the receiver signal at the first receiver
ðR1

0Þ is formed as R1
0 ¼ R1 þ R2. On the other hand, the second receiver can distin-

guish the signal from the second transmitter. Since 2 dB difference occurs between
R1 and R2, the maximally achieved data rate from R1

0 is given as 1 + 10−0.2 ≈ 1.63
instead of 2. The corresponding mutual information is 1.9258 bits/symbol and no
geometrically meaningful pattern is found among symbols. Figure 2.25 shows the
case where the second receiver responds to the first transmitter with only a half
responsivity, i.e., R2

0 ¼ 0:5R1 þ R2. Then, the corresponding mutual information is
equal to 2.0458 bits/symbol.

Table 2.4 Performance comparison of CIM and CSK (© 2012 IEEE, reprinted, with
permission, from [21]).

Modulation scheme Mutual information (bits/symbol)

CSK1-general 1.4768
CSK2-optimal 1.5043
CIM1-analog dimming 2.0070
CIM2-binary 2.3247
CIM3-optimal 2.5824
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Figure 2.23 CIM symbol constellation in three-dimensional signal space for the orthogonal channels:
(A/σ,dimming) = (8 dB, 80%) in R1 axis, (A/σ,dimming) = (6 dB, 50%) in R2 axis, and
(A/σ,dimming) = (5 dB, 30%) in R3 axis (after [21]).
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3 Performance enhancement
techniques for indoor VLC systems
Wen-De Zhong and Zixiong Wang

3.1 Introduction

Light-emitting diodes (LEDs) have been widely deployed for illumination, due to their
high performance and energy efficiency properties compared with conventional incan-
descent and fluorescent lamps [1]. In addition, advantages such as high frequency
response, free spectrum license and high security have made LEDs a promising means
for wireless communications, whereby people can access the internet through the same
visible light. Significant research has been carried out to develop indoor high data rate
visible light communication (VLC) systems [1–11]. The data rate of VLC systems in a
laboratory environment has been demonstrated to reach the order of Gb/s [12, 13]. In
addition, advanced modulation schemes such as spatial modulation [14–17] have been
introduced to VLC systems to enhance the data rate considerably. In 2011, light-fidelity
(Li-Fi) was introduced by Haas [18], who demonstrated that a VLC system can be
leveraged to develop an alternative method of accessing network resources as a substitute
for wireless fidelity (Wi-Fi). Although there has been significant progress in this area in
the past decade, there are still some challenges to overcome in order to implement and
deploy VLC systems [19] on a larger scale. Two major challenges are selection of an
uplink transmission approach, and design of energy-saving receivers for long trans-
mission distance. In this chapter, a number of recently proposed techniques [20–25] for
enhancing the performance of indoor VLC systems are discussed along with results
pertaining to their performance. These include a receiver plane tilting technique [21] and
an LED lamp arrangement approach [22, 23] to improve the signal-to-noise ratio (SNR)
and bit error rate (BER) performances, and performance evaluation of VLC systems
under a dimming control scheme [20, 24].

3.2 Performance improvement of VLC systems by tilting the receiver plane

In a VLC system, the receiver may be located far from the LED lamp, where the SNR is
much smaller than at those locations that are close to the lamp. The lower SNR is
obtained as the distance from the source increases and as the incident angle increases.
This section describes a receiver plane tilting technique [21] to improve the



performance of the VLC system across the entire room. The dimension of the room is
assumed to be 5 m length × 5 m width × 3 m height. The SNRs with/without tilting the
receiver plane are analyzed and compared. For simplicity, the reflections of walls are
not considered in analyzing the SNR since the light from the line-of-sight (LOS) is
dominant.

3.2.1 SNR analysis of VLC system with a single LED lamp

Figure 3.1 illustrates the geometry of an indoor VLC system with one LED lamp located
on the ceiling. The parameters of the VLC system considered in this chapter are given in
Table 3.1. The LED lamp is assumed to be located at the center of the ceiling whose
position is [2.5 m, 2.5 m, 3.0 m], and the photo-detector (receiver) is on a desk with a
height of 0.85 m from the floor. Let φ be the angle of radiation with respect to the axis
normal to the LED surface (plane). Following [1, 8], the emitted light from an LED is
assumed to have a Lambertian emission pattern, and the radiation pattern is given by:

RðφÞ ¼ ðmþ 1Þcosmφ
2π

; ð3:1Þ

where m is the order of Lambertian emission, which is related to the transmitter’s semi-
angle at half power φ1/2 as m = ln(1/2)/ln(cosφ1/2).

The frequency response of the LED and photo-detector is assumed to be flat within the
modulation bandwidth of the signals considered in this chapter. Considering only the
LOS transmission path, the channel DC gain is given by [1, 27]

Hð0Þ ¼ RðφÞ A
d2

cosθ ¼ ðmþ 1ÞcosmφA
2πd2

cosθ; ð3:2Þ

where d is the distance between the LED source and the receiver, A is the physical area of
photo-detector, and θ is the angle of incidence with respect to the axis normal to the desk

Vs

VRS

Photo-detector

VR

φ

θ

FOV LED

Figure 3.1 Geometry of the LED source and photo-detector (receiver) in the VLC system.
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plane where the LED is located. Angles φ and θ are associated with the locations/
positions of both LED source and receiver. Let [XS, YS, ZS] and [XR, YR, ZR] be the
locations (coordinates) of source and receiver, respectively. With reference to Fig. 3.1,
the radiation angle φ is determined by

cos φ ¼ ZS � ZR
‖½XS ; YS ; ZS � � ½XR; YR; ZR�‖ ; ð3:3Þ

where ‖ X ‖ is the norm of X. Equation (3.3) indicates that the radiation angle φ is constant
for the given locations of the source and receiver. The value of the incident angle θ is
determined not only by the locations of source and receiver, but also by the dihedral angle
between the receiver plane and the desk plane where the receiver is located. With
reference to Fig. 3.1, let υRS be the vector from the receiver to the source, and υR be
the vector of the receiver. Then the incident angle θ is calculated by

cos θ ¼ ðνR; νRSÞ
‖νR‖ � ‖νRS‖ ; ð3:4Þ

where (υRS, υR) is the inner product of υRS and υR. Substituting Eq. (3.4) into Eq. (3.1),
the channel DC gain in Eq. (3.1) becomes [21]

Hð0Þ ¼ ðmþ 1Þ
2πd2

A cosmφ
ðνR; νRSÞ
‖νR‖ � ‖νRS‖ : ð3:5Þ

Assume that the LED light is modulated with a modulating signal f(t). The optical signal
at the output of an LED can be expressed by p(t) = Pt (1 + MI f(t)), where Pt is the
launched power of the LED lamp andMI is the modulation index [28], which is assumed
to be 0.2. The received optical power Pr is given by

Pr = H(0)Pt. (3.6)

Table 3.1 Parameters of the VLC system considered in this chapter [1, 20–22].

Room size (length × width × height) 5 m × 5 m × 3 m

Height of desk where the receiver is located 0.85 m
Transmitter’s semi-angle at half power (φ1/2) 60 °
Physical area of photo-detector (A) 10−4 m2

Receiver’s field of view (FOV) 170 °
Responsivity of photo-detector (R) 1 A/W
Background current (Ibg) 5100 μA
Noise bandwidth factor (I2) 0.562
Field-effect transistor (FET) transconductance (gm) 30 mS
FET channel noise factor (Г) 1.5
Fixed capacitance (η) 112 pF/cm2

Open-loop voltage gain (G) 10
Definite integral involved in expression of circuit noise (I3) [26] 0.0868
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After photo-detection and considering that the DC component of the detected signal is
filtered out in the receiver, the output electrical signal is given by

s(t) = RPrMI f(t), (3.7)

where R is the responsivity of the photo-detector. Hence, the SNR of the output electrical
signal can be calculated by [5],

SNR ¼ sðtÞ2
Pnoise

¼ ðRHð0ÞPtMI Þ2f ðtÞ2
Pnoise

; ð3:8Þ

where sðtÞ2 is the average power of the output electrical signal, and Pnoise is the noise
power. The noise power consists of both shot noise and thermal noise, whose variances
are given by [1],

σ2shot ¼ 2q RPr

�
1þ

�
Mindex f ðtÞ

�2�
þ IbgI2

� 
B; ð3:9Þ

σ2thermal ¼ 8πkTKηAB
2 I2

G
þ 2πΓ

gm
ηAI3B

� �
; ð3:10Þ

where Pr

�
1þ

�
Mindexf ðtÞ

�2�
is the total received power, q is the electron charge [13], B

is the equivalent noise bandwidth, k denotes the Boltzmann constant, and TK represents
the absolute temperature. The parameters in Eqs. (3.1)–(3.10) and other parameters used
in the VLC system are listed in Table 3.1.

Using Eq. (3.8), the SNR distribution of the receiver located on the desk plane at the
height of 0.85 m can be calculated. In calculating the SNR distribution, the parameters in
Table 3.1 are used. Figure 3.2 shows the SNR distribution for the case when the launching
power of the LED lamp is 5W, and the LED is located at the center of the ceiling. As shown
in Fig. 3.2, the maximum SNR is 28.94 dB when the receiver is located right below the
LED, while the minimum SNR is 6.23 dB when the receiver is placed at a corner of the
room. Thus, the peak-to-trough SNR difference is 22.70 dB. Note that the SNR vertical tint
bar on the right hand side of the figure indicates the relationship between the SNR value
and the color (black represents the smallest value of SNR; while white denotes the highest
value of SNR). The large variation of the SNR in a room can significantly reduce the
overall system performance [21]. The large SNR difference in a room is caused not only by
the distance between the LED and the receiver, but also by the non-normal incidence of the
light from the LED to the receiver. For the given locations of the LED and receiver, the
distance between the LED and the receiver cannot be changed. However, the incident angle
of the light from the LED to the receiver can be adjusted to reduce the SNR variation.

3.2.2 Receiver plane tilting technique to reduce SNR variation

As described above, the non-normal incidence of the light could result in a large SNR
variation in a room. The incident angle θ is determined by the vectors υR and υRS. Note that
the vector υR is always perpendicular to the receiver plane. The vector υRS is constant for
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the given locations of the source and receiver. According to Eq. (3.4), cosθ reaches its
maximumwhen the two vectors υRS and υR are parallel to each other, i.e., the receiver plane
faces the source. In the case where the receiver is not located on the desk right below the
source on the ceiling, especially when the receiver is positioned in one of the corners of the
room, the maximum channel DC gain is greatly reduced as the incident angle θ increases.
However, by tilting the receiver plane towards the source such that the two vectors υRS and
υR become parallel to each other, the value of cosθ reaches its maximum and thus
maximum channel DC gain of a particular position can be attained, which is only
associated with the transmission distance d and the angle of radiation φ [21].
Vector υRS can be expressed as υRS= [a, b, c] = [XR,YR, ZR] – [XS, YS, ZS]. Here we assume

that tilting the receiver plane does not change the position of the receiver. In the spherical
coordinate system, the location of the receiver is selected as the origin. Before tilting the
receiver plane, the vector VR is [0, 0, 1], which means that the receiver plane points to the
ceiling. After tilting the receiver plane towards the LED source on the ceiling, the vector VR

becomes [sinβ·cosα, sinβ·sinα, cosβ], where β is the inclination angle [29] which is equal to
the tilting angle, as shown in Fig. 3.3 and the azimuth angle α is determined by the positions
of the receiver as well as the source projection on the desk. In the Cartesian coordinate
system with the receiver as the origin, the value of angle α is given by Eq. (3.11):

α ¼

arctan
�
jðYS � YRÞ=ðXS � XRÞj

�
source projection in the 1st quadrant;

π � arctan
�
jðYS � YRÞ=ðXS � XRÞj

�
source projection in the 2nd quadrant;

π þ arctan
�
jðYS � YRÞ=ðXS � XRÞj

�
source projection in the 3rd quadrant;

2π � arctan
�
jðYS � YRÞ=ðXS � XRÞj

�
source projection in the 4th quadrant:

8>>>>>>>><
>>>>>>>>:

ð3:11Þ
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Figure 3.2 SNR distribution of VLC system in a room with one LED lamp located on the center of the ceiling.
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Thus, cosθ in Eq. (3.4) becomes

cos θ ¼ ðνR; νRSÞ
‖νR‖ � ‖νRS‖ ¼

a sin β cos αþ b sin β sin αþ c cos βffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p : ð3:12Þ

Substituting Eq. (3.12) into Eq. (3.5), the channel DC gain after tilting the receiver plane,
denoted by f (β), becomes,

f ðβÞ ¼ ðmþ 1ÞcosmφA
2πd2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p ða sin β cos αþ b sin β sin αþ c cos βÞ: ð3:13Þ

Since the receiver is located on the desk, the initial inclination angle β is zero. This
receiver plane tilting technique can be implemented by electrical machinery. When the
inclination angle is increased after tilting the receiver plane, the two vectors υR and υRS
tend to become parallel to each other and thereby the received optical power increases.
The electrical machinery will not stop changing the inclination angle β until the received
optical power does not increase any more.

The Newton method (a fast algorithm to find the maximum value of f (β) [30]) can be
employed to search for the optimum inclination angle β. After finding the optimum tilting
angle by the Newton method, the maximum optical power is obtained for each receiver
position. Figure 3.4 shows the improved SNR distribution. The maximum SNR remains
unchanged at 28.94 dB, while the minimum SNR at each corner of the room is increased
to 11.92 dB, resulting in an improvement of 5.69 dB in the peak-to-trough SNR differ-
ence as compared to the case without tilting the receiver plane.

3.2.3 Multiple LED lamps with the receiver plane tilting technique

To further reduce the SNR variation, multiple LED lamps could be employed in
conjunction with the receiver plane tilting technique [21]. As an example, consider a
case where four LED lamps are located on the ceiling at the positions of [1.5 m, 1.5 m,
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θ

φ

β

β

FOV LED

Figure 3.3 Geometry of the LED source and photo-detector after tilting the receiver plane.
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3.0 m], [1.5 m, 3.5 m, 3.0 m], [3.5 m, 1.5 m, 3.0 m] and [3.5 m, 3.5 m, 3.0 m],
respectively. As the light is received from all of the four LED lamps, the channel DC
gain in Eq. (3.2) is modified as follows:

Hð0Þ ¼
X4
i¼1

ðmþ 1ÞA cosmφi
2πd2i

cosθi; ð3:14Þ

where the subscript i denotes lamp i. In this case, the total radiating power from the four
LEDs remains unchanged at 5W, i.e., the launching power of each LED lamp is reduced to
one quarter of that of one LED lamp in subsection 3.2.2. Figure 3.5 (a) shows the SNR
distribution with four LED lamps without tilting the receiver plane. As shown in Fig. 3.5
(a), the maximum and minimum SNRs are 22.72 dB and 8.95 dB, respectively. That is, the
peak-to-trough SNR difference is 13.77 dB without tilting the receiver plane. It is also
observed that in the area inside the projections of the LEDs on the desk plane, the SNR
distribution is almost constant and hence there is no need to adjust the SNR distribution
within this area [21].
However, the SNR variation is quite large in the places outside projections of the four

LEDs on the desk plane. In such places, the SNR difference can be reduced by tilting the
receiver plane in the same way as described for the case of a single LED lamp.
When the receiver is not equidistant with respect to any of two LEDs, it faces the

nearest LED of the four, which determines the value of azimuth angle α. When the
receiver is equidistant from two LEDs, it faces to the middle of them. The total channel
DC gain after tilting the receiver plane, denoted as f (β), is given by

f ðβÞ ¼ ðmþ 1ÞA cosmφ

2πd2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p ða sin β cos αþ b sin β sin αþ c cos βÞ: ð3:15Þ
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Figure 3.4 SNR distribution of VLC system in a room with one LED lamp on the center of the ceiling after
tilting the receiver plane.
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As in the case of a single LED lamp, the optimum tilting angle β can then be obtained by
the Newton method. Figure 3.5 (b) shows the improved SNR distribution with the
receiver tilting technique. As shown in Fig. 3.5 (b), the maximum SNR remains at
22.72 dB, while the minimum SNR increases to 13.09 dB. That is, the peak-to-trough
SNR difference is reduced from 13.77 dB to 9.63 dB. In other words, a 4.14 dB
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Figure 3.5 SNR distribution of VLC system in a room with four LED lamps located on the ceiling: (a) before;
and (b) after tilting the receiver plane (after [21]).
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improvement in the peak-to-trough SNR difference is achieved. In the case of four LED
lamps, the study shows that only three search steps are required by the Newton algorithm
to converge to the optimum value [21].

3.2.4 Spectral efficiency

Tilting the receiver plane makes it possible to attain optimum SNR. A higher SNR per
symbol (Es/N0) means a better bit error rate (BER) performance. As discussed above, the
SNR can vary considerably within the room. Similarly to RF wireless communications,
adaptive advanced modulation formats such as M-ary quadrature amplitude modulation
(M-QAM) orthogonal frequency division multiplexing (OFDM) can be employed to
enhance transmission capacity [31]. This subsection discusses the spectral efficiency of a
single user VLC system employing adaptive M-QAM OFDM. Figure 3.6 is a block
diagram for a VLC system with adaptive M-QAM OFDM, where the value of M
represents the number of points in the signal constellation and can be varied in accord-
ance with the SNR. Here it is assumed that infrared (IR) or another kind of wireless
technology is employed to provide channel feedback as well as uplink transmission.
Following [32, 33] and applying gray coding for the mapping of the M-QAM signal,

the BER of the M-QAM OFDM signal is given by

BER≈
4

log2ðMÞ 1� 1ffiffiffiffiffi
M

p
� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3log2ðMÞ
M � 1

Eb

N0

s !
; ð3:16Þ

whereQ(·) is the Q-function. Note that the relationship between SNR per symbol (Es/N0)
and SNR per bit (Eb/N0) is given by Es/N0 = log2(M) ×Eb/N0 [33].
As shown in Fig. 3.6, when the M-QAM OFDM optical signal reaches the photo-

detector, its power is detected and sent back to the sources on the ceiling via the IR
feedback channel after tilting the receiver plane. Here the benchmark BER is set at 10−3,
which satisfies the requirement of error-free transmission by applying a forward-error
correction (FEC) code [34]. A smaller value of M should be chosen to attain a BER of
10−3 at the locations/positions with low SNR. However, at the places with high SNR, a
larger value ofM is selected to achieve a higher data rate while maintaining a steady BER
of 10−3. It is noted that the value of the M-QAM OFDM signal should be real in optical
transmission (this is attained by applying Hermitian symmetry [4]), resulting in a 50%
reduction in spectral efficiency [35, 36]. Using Eq. (3.16), the SNR per symbol threshold
for achieving a BER of 10−3 can be calculated for a given value of M, as shown in
Table 3.2, where the symbol rate is 50 Msymbol/s.
Let N be the number of subcarriers used in OFDM. Assuming that the pulse shape is

rectangular, the spectral efficiency (SE) in units of bit/s/Hz of anM-QAM OFDM signal
can be expressed as [37]

SE ¼ 1

2
log2ðMÞ N

N þ 1
≈
1

2
log2ðMÞ; ð3:17Þ
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where ½ represents the SE reduction as a result of applying the Hermitian symmetry. In a
single-user VLC system using adaptive M-QAM OFDM, the value of M is varied in
accordance with the value of SNR. The average SE across the entire room can be
expressed by

SE ¼ 1

2

X
i

log2ðMiÞ pðMiÞ; ð3:18Þ

where p(Mi) is the probability thatMi-QAM is used, which can be calculated based on the
SNR distribution in the room.
Figure 3.7 (a) and (b) show the average SE for the cases of one LED lamp and four

LED lamps, respectively. The average SE increases with the total LED power. This is
because SNR is increased with the total LED power, which in turn increases the
probability of employing a larger value of M in adaptive M-QAM modulation.
Figure 3.7 (a) and (b) also show the average SE improvement attained by tilting the
receiver plane. In the case of one LED lamp, the average improvement is about 0.36 bit/s/
Hz, and the maximum improvement is 0.47 bit/s/Hz when the LED lamp power is 9W. In
the case of four LED lamps, the average improvement is 0.18 bit/s/Hz, and the maximum
improvement is 0.23 bit/s/Hz when the total LED lamp power is 19 W.

3.3 Performance improvement of VLC systems by arranging LED lamps

For an indoor VLC system, equal signal quality in terms of SNR and BER across the
entire room is important; this is particularly true when there are multiple users in the
room. As discussed in Section 3.2, the LED lamps are usually located around the center
of the ceiling (called a centered-LED lamp arrangement) in a typical room. This centered-
LED lamp arrangement makes SNR vary largely from one location/position to another
[1, 21], which can significantly affect the quality of the received signal across the room.
Section 3.2 analyzes and discusses the performance improvement in an indoor VLC
system by tilting the receiver plane. Tilting the receiver plane can reduce the SNR
variation to some extent, but it may considerably increase the complexity of the receiver
design. This section describes an effective LED lamp arrangement reported in [22] to
significantly reduce SNR variation and hence improve BER performance of VLC
systems throughout the entire room, so that multiple users can receive signals of almost
equal quality, regardless of their location.

Table 3.2 The calculated SNR per symbol threshold for achieving a BER of 10−3 for different values
of M in M-QAM.

Value of M in M-QAM 4 16 64 256 1024
SNR (dB) per symbol threshold 9.8 16.5 22.5 28.4 34.2
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3.3.1 Arrangement of LED lamps

In order to see the effectiveness of the LED lamp arrangement, without loss of generality,
let us first consider a situation where there are 16 identical LED lamps that are located
around the center of the ceiling. The interval between adjacent LED lamps is 0.2 m. Each
LED lamp emits 125 mW, and hence the total power of 16 centered-LED lamps is 2 W.
The other parameters of the VLC system considered here are provided in Table 3.1. 100
positions are sampled in the room. These sampled positions are uniformly distributed on
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the plane where the photo-detector is located. To evaluate the quality of signal received at
every location in the room, a parameter denoted QSNR is introduced, which is defined as

QSNR ¼ SNR

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðSNRÞp ; ð3:19Þ

where SNR is the mean of SNR, and var(SNR) denotes the variance of SNR. A higher
value of QSNR implies that the SNR is more uniformly distributed over the entire room.
Figure 3.8 (a) illustrates the calculated SNR distribution, in which the maximum varia-
tion in SNR is about 14.5 dB. In this case, the associated QSNR is approximately 0.5 dB,
which means that the SNR varies significantly throughout the room and the signal quality
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is strongly related to the user’s location/position. In calculating SNR distribution, the
reflections of walls or the ISI are not considered here, since the LOS light is dominant.
However, they will be included in the analysis of BER performance in the next
subsection.

The poor SNR distribution illustrated in Fig. 3.8 (a) arises from the centered-LED
lamp arrangement, where the distances between a user in the corner of the room and the
lamps are much greater than the distances between a user in the center of the room and the
lamps.

If the LED lamps are located separately and symmetrically to the center of the ceiling,
the SNR distribution is expected to be improved considerably, since the differences in
distances between users and lamps are reduced [22]. In [22], a circle-LED lamp arrange-
ment is proposed to reduce SNR variation. Figure 3.8 (b) shows the SNR distribution for
the case of 16 lamps, where the LED lamps are distributed evenly on a circle on the
ceiling with a radius of 2.5 m and each lamp emits the same amount of power as that in the
case of 16 centered-LED lamps. As shown in Fig. 3.8 (b), the SNR variation is reduced
largely from 14.5 dB to 2.4 dB, and the QSNR increases substantially from 0.5 dB to
9.3 dB. This demonstrates that the circle arrangement offers much better signal quality
and thereby an improved communication system, which is little related to the user’s
position [22].

Although theQSNR is as high as 9.3 dB for the circle-LED lamp arrangement, the SNR
in the four corners (which are equivalent in terms of distance) is still smaller than that in
other locations, as shown in Fig. 3.8 (b). A technique to further improve the SNRs at the
four corners is to add an LED lamp in each corner as described in [22]. Assume that the
distances of the lamps in the corners to their nearest walls are all 0.1 m, as shown in
Fig. 3.9 (a). In order to make a fair comparison, the total LED lamp power is still
maintained at 2 W and the number of LED lamps placed in the circle is reduced to 12,
so that the total number of LED lamps remains unchanged. Let Pt,circle and Pt,corner be the
emitted powers of a circle-LED lamp and a corner-LED lamp, respectively. By adjusting
the power of the 4 corner-LED lamps and the 12 circle-LED lamps spreading uniformly
on the circle, the variance of the received optical power Pr, can be minimized, as follows
[22]:

min var(Pr) = min E[(Pr,j − E(Pr,j))
2], (3.20)

where E(∙) denotes the mean value and Pr,j is the received power at sampled position j,
which is described by

Pr; j ¼
X

Pt;cornerHð0Þcorner þ
X

Pt;circleHð0Þcircle: ð3:21Þ

Next, the radius of the LED circle and the distance between a corner-LED and its nearest
walls are changed to find the minimum SNR fluctuation. The results are given in
Tables 3.3 and 3.4. As shown in Table 3.3, when the distance between the corner-LED
lamps and their nearest walls is 0.1 m, the optimum radius of the LED circle is between
2.2 to 2.3 m, where QSNR is largest. Table 3.4 shows that the optimum distance between
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Figure 3.9 Arrangement of 12 LED lamps in a circle and 4 LED lamps in corners: (a) locations of LED lamps
and 100 receivers; (b) SNR distribution with a total power of 2 W (adapted from [22]).

Table 3.3 SNR and QSNR under the arrangement of 12 circle-LEDs and 4 corner-LEDs with different radii,
where the distance between a corner-LED and its nearest walls is 0.1 m [22].

Radius (m) 2.1 2.2 2.3 2.5
SNR range (dB) [min, max] [5.5, 6.4] [5.6, 6.5] [5.5, 6.5] [5.3, 6.5]
QSNR (dB) 12.1 12.2 12.2 11.5

Table 3.4 SNR and QSNR under the arrangement of 12 circle-LEDs and 4 corner-LEDs with different
distances between a corner-LED and its nearest walls, where the radius of the LED circle is 2.2 m [22].

Distance (m) 0.5 0.25 0.15 0.1
SNR range (dB) [min, max] [6.0, 7.4] [5.9, 6.8] [5.7, 6.6] [5.6, 6.5]
QSNR (dB) 10.7 11.7 12.1 12.2
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the corner-LED lamps and their nearest walls is 0.1 m, when the radius of the LED circle
is 2.2 m. It is also found that the largestQSNR is obtained when the powers of each corner-
LED lamp and each circle-LED lamp are 238 mW and 87 mW, respectively. The
improved SNR distribution is shown in Fig. 3.9 (b), where the maximum SNR difference
is 0.85 dB and the corresponding QSNR is 12.2 dB. The above results reveal that the
arrangement of 12 circle-LED lamps and 4 corner-LED lamps with the given parameters
in Table 3.1 can provide almost identical communication quality to multi-users, irre-
spective of their positions in the room [22].

3.3.2 BER analysis

As discussed above, the arrangement of 12 circle-LED lamps and 4 corner-LED lamps
can provide almost uniformly distributed SNR to users, irrespective of their locations/
positions in the room. However, this may cause an increase in ISI since the photo-
detector receives signals from all of the LED lamps whose distances to the receiver vary
greatly, which may reduce the BER performance significantly. Without considering
reflections, the maximum difference of light arrival time under the arrangement of 12
circle-LED lamps and 4 corner-LED lamps is 15.9 ns when the receiver is located in a
corner position [22]; whereas the maximum time difference is only 2.34 ns when the 16
LED lamps are located in the center of the ceiling. In [22], the BER performance of both
100 Mb/s and 200 Mb/s bipolar OOK signals is analyzed and evaluated.

This subsection presents the BER analysis of a 100 Mbit/s bipolar OOK signal under
the arrangement of 12 circle-LED lamps and 4 corner-LED lamps. The first order of
reflection is considered in the BER analysis. Let us consider the worst case where the
receiver is placed in a corner with a location of [0.25m, 0.25m, 0.85m] and hence the ISI
is most severe. The reflectivity and the modulation index are assumed to be 0.7 and 0.2,
respectively.

Figure 3.10 (a) illustrates the pulse shape of the received bit “1” under the arrangement
of 12 circle-LED lamps and 4 corner-LED lamps, as shown in Fig. 3.9 (a). As can be seen
in Fig. 3.10 (a), the duration of the received bit “1” is more than 30 ns, more than three
times the transmitted bit period T = 10 ns. Let h = [1 a1 . . . ak] be the normalized channel
response. It is noted that ai (i = 1,2,. . .,k) represents the ISI contribution from the present
bit to the subsequent ith bit. Let Im be the present received bit with amplitude� ffiffiffiffiffi

Eb
p

, and
Im−1,. . .,Im−k be the k preceding received bits. Considering the ISI from the k preceding
bits, the present received signal ym is expressed by

ym ¼ Im þ
Xk
i¼1

ai Im�i þ n; ð3:22Þ

where n is the additive white Gaussian noise (AWGN) with power spectral density of
N0/2. Let Pðe j Im ¼ ffiffiffiffiffi

Eb
p Þ be the conditional error probability when the present received

bit is “1,” i.e., amplitude is
ffiffiffiffiffi
Eb

p
. Then Pðe j Im ¼ ffiffiffiffiffi

Eb
p Þ can be expressed by [32],
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Pðe j Im ¼
ffiffiffiffiffi
Eb

p
Þ ¼

X
PðIm�1; . . . ; Im�kÞPðe j Im ¼

ffiffiffiffiffi
Eb

p
; Im�1; . . . ; Im�kÞ; ð3:23Þ

where Im−1,. . .,Im−k is a combination of the k preceding received bits, and
Im�i ði ¼ 1; 2; . . . ; kÞ ¼ � ffiffiffiffiffi

Eb
p

, i.e., each of the k preceding received bits is either 1
or 0. Note that bit 0 is mapped to −1 for a bipolar OOK signal. P(Im−1,. . .,Im−k) is the
probability of one such combination. Pðe j Im ¼ ffiffiffiffiffi

Eb
p

; Im�1; . . . ; Im�kÞ is the
conditional error probability when the present received bit is 1 and one of the
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combinations of the k preceding received bits occurs. For example, when all the k
preceding received bits and the present received bit are 1, the conditional error proba-
bility in Eq. (3.23) is given by

Pðe j Im ¼ ffiffiffiffiffi
Eb

p
; Im−1 ¼ Im−2 ¼ ::: ¼ Im−k ¼

ffiffiffiffiffi
Eb

p Þ
¼ Pðym < 0 j Im ¼ Im−1 ¼ Im−2 ¼ ::: ¼ ffiffiffiffiffi

Eb
p Þ

¼ Pðym ¼ ffiffiffiffiffi
Eb

p
1 þ

Xk
i¼1

ai

 !
þ n < 0Þ

¼ P n < −ð1 þ
Xk
i¼1

aiÞ
ffiffiffiffiffi
Eb

p
 !

¼ Q ð1þ
Xk
i¼1

aiÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Eb=N0

p !
;

ð3:24Þ

where Q(∙) is the Q-function. Since the occurrence of bit 1 and bit 0 is equal, the overall
BER performance is given by

PðeÞ ¼ PðIm ¼ ffiffiffiffiffi
Eb

p ÞPðe j Im ¼ ffiffiffiffiffi
Eb

p Þ þ PðIm ¼ −
ffiffiffiffiffi
Eb

p ÞPðe j Im ¼ −
ffiffiffiffiffi
Eb

p Þ
¼ Pðe j Im ¼ ffiffiffiffiffi

Eb
p Þ

¼
X

PðIm−1; ::: ; Im−kÞPðe j Im ¼ ffiffiffiffiffi
Eb

p
; Im−1; ::: ; Im−kÞ: ð3:25Þ

Due to the ISI from the k preceding bits, BER performance is expected to be reduced
significantly without performing equalization on the received signal. Several signal
equalization techniques have been developed to mitigate ISI [32]. Here the time domain
zero-forcing (ZF) equalization is used to suppress ISI [32, 38]. Let {cn} be the coefficient
of the ZF equalizer, and {qn} be the output of the equalizer. Then {qn} is the convolution
of {cn} and the channel response h. Ideally, {qn} should be given by

qn ¼
X∞
m¼�∞

cmhn�m ¼ 1 ðn ¼ 0Þ
0 ðn ≠ 0Þ :

�
ð3:26Þ

For a non-ideal equalizer with a finite number of taps, qn ≠ 0 when n ≠ 0, i.e., residual
ISI exists. Replacing h = [1 a1 . . . ak] in Eq. (3.22) with {qn} and substituting ym into
Eq. (3.25), the improved BER performance with time domain ZF equalization is
attained.

Figure 3.10 (b) shows the BER performance of both the theoretical analysis and
Monte-Carlo (MC) simulation with and without ZF equalization. The theoretical results
agree with the simulation results very well (they are completely overlapped in the figure);
the BER performance is significantly improved after applying ZF equalization. As an
example, the required total LED power is 6.2 W for achieving a BER of 5 × 10−4 without
ZF equalization, while the required total LED power is reduced to 3.0 W with ZF
equalization. Thus ZF equalization provides 3.2 dB improvement in power reduction.
It is also observed that the BER performance with ZF equalization is almost the same as
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that without ISI (the two curves are completely overlapped). This means that the ISI can
be totally mitigated by ZF equalization. By applying an FEC code, error-free trans-
mission could be attained under this BER requirement [34].

3.3.3 Channel capacity analysis

For a noisy communication channel, the channel capacity is defined as the maximummutual
information between the input and output of the channel over the input distribution [38]. For a
discrete-input and continuous-output VLC channel, the channel capacity can be expressed by

C ¼ max
PX ð�Þ

I ðX ; Y Þ

¼ max
PX ð�Þ

X
x∈X

PX ðxÞ
ð∞
�∞

fY jX ðy j xÞlog2
fY jX ðy j xÞ
fY ðyÞ dy; ð3:27Þ

where PX(.) is the input distribution, x is the discrete-input symbol in the set of X, fY(y) is
the probability density function of the continuous-output signal y, and fY|X(y|x) is the
conditional probability density function of ywhen the given input symbol is x. Assuming
that the input-discrete signal is a bipolar OOK signal, fY|X(y|x) is given by,

fY jX ðy j x ¼ �1Þ ¼ 1ffiffiffiffiffi
2π

p
σN

exp �ðyþ 1Þ2
2σ2N

 !
;

fY jX ðy j x ¼ þ1Þ ¼ 1ffiffiffiffiffi
2π

p
σN

exp �ðy� 1Þ2
2σ2N

 !
;

8>>>>><
>>>>>:

ð3:28Þ

where σ2N is the variance of noise. Considering the ISI discussed in Section 3.3.2, the
conditional probability density function in Eq. (3.28) can be expressed by

fY jX ðym j xmÞ
¼
X

pðxm�1; . . . ; xm�kÞfY jX ðym j xm; xm�1; . . . ; xm�kÞ

¼
X pðxm�1; . . . ; xm�kÞffiffiffiffiffi

2π
p

σN
exp �

y� xm; xm�1; . . . ; xm�k½ � 1; a1; . . . ; ak½ �0
� �2

2σ2N

0
B@

1
CA;

ð3:29Þ

where h = [1 a1 . . . ak] is the channel response, xm is the present transmitted bit and
xm−1,. . .,xm−k are the k previous transmitted bits. Substituting Eq. (3.29) into Eq. (3.27),
the channel capacity of a bipolar OOK signal with ISI in a VLC system can be
calculated.
Figure 3.11 shows the calculated channel capacity of a 100 Mbit/s bipolar OOK signal

versus total LED lamp power under the arrangement of 12 circle-LED lamps and 4
corner-LED lamps with and without ZF equalization. As shown in Fig. 3.11, the ZF
equalization improves the channel capacity significantly. The maximum channel
capacity improvement by ZF equalization is 0.17 bits/symbol, which occurs at the total
LED power of 2 W. It is also shown in the figure that with ZF equalization, the channel
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capacity remains almost the same as that of the channel without ISI. As a reference, the
Shannon capacity is also depicted in Fig. 3.11.

3.4 Dimming control technique and its performance in VLC systems

Illumination and communication are the two major functions of the LED lamps in VLC
systems. The brightness of the LED light needs to be adjusted in accordance with the
requirements and comfort of users. In addition, adjusting the brightness of LED lamps
helps save energy [39]. Pulse width modulation (PWM) is widely used as a dimming
control technique [39, 40], where the brightness of the LED light is changed by adjusting
the duty cycle of the PWM signal without varying the LED current [20].

As shown in Fig. 3.12 (a), the LED current is modulated by a PWM signal to control its
brightness by changing the on duration within the whole period. So the light is dimming
during the whole period of the PWM signal. The data are modulated onto the dimming-
controlled light in the on time only, and no light is transmitted during the off time as
depicted in Fig. 3.12 (b). Since the LED current remains constant throughout, the
brightness of the LED light is varied by applying the PWM dimming control signal to
adjust the duration of its on period as a fraction of the whole period.

With the duty cycle of the PWM signal set to 1, all the LED light is transmitted and the
light obtained is of the highest brightness. When the duty cycle is reduced, the LED light
in the off period is blocked and hence the light is dimming during the whole duration of
the PWM signal. It is worth mentioning that the frequency of the PWM signal should be
reasonably high, say higher than 200 Hz [41], otherwise it will cause flicker and would
have adverse effects on user health [42].
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Figure 3.11 Channel capacity of a 100 Mbit/s bipolar OOK signal under the arrangement of 12 circle-LED
lamps and 4 corner-LED lamps (adapted from [22]).
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3.4.1 Bipolar OOK signal under dimming control

As discussed above, with the dimming control, the duration of data transmission in one
PWM dimming control signal period (T) is reduced, compared with the case without
dimming control. Although the BER performance in the on period of the PWM dimming
control signal is not changed for a given modulation format, the number of transmitted
bits would be reduced in the whole PWM period, which in fact reduces the average data
rate. To deal with this problem, the data rate should be increased accordingly while the
LED light is dimming, so that the number of transmitted bits remains unchanged. That is,
the following equation should hold:

R1TD = R0T, (3.30)
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Figure 3.12 (a) Dimming control; (b) signal waveform with dimming control, duty cycle = 0.6 (adapted from
[20]).
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where R represents the bit rate of a bipolar OOK signal, andD denotes the duty cycle of a
PWM dimming control signal. The subscripts “0” and “1” in Eq. (3.30) correspond to the
situations without and with dimming control, respectively. The adaptive data rate under
dimming control is shown in Fig. 3.13 (a). In the following analysis, the original data rate
R0 of an OOK signal is assumed to be 10Mbit/s without dimming control. As depicted in
Fig. 3.13 (a), under the dimming control, the adaptive data rate is inversely-proportional
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Figure 3.13 (a) Adaptive data rate versus the duty cycle; (b) the required LED lamp power to achieve BER of
10−3 without applying dimming control in an OOK VLC system versus the duty cycle (adapted
from [20]).
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to the duty cycle of the PWM dimming control signal in order to make the number of
transmitted bits unchanged. Hence, the adaptive data rate R1 is higher than the original
data rate R0 and is increased as the duty cycle is reduced. For example, when the duty
cycle is 0.1, the adaptive data rate would be 10 times as high as the original data rate,
which would make the system hard to implement on the original circuit [20].
Following [43], the BER performance of a bipolar OOK signal is given by

BER ¼ Qð
ffiffiffiffiffiffiffiffiffiffiffi
2SNR

p
Þ; ð3:31Þ

whereQ(∙) is the Q-function. As described above, the signal power is kept constant while
changing duty cycle; however, the noise power is increased as the data rate grows [1]
when the duty cycle decreases, which reduces the BER performance in terms of SNR as
shown in Eq. (3.31). Under the dimming control, the BER of less than 10−3 should be
guaranteed to achieve error-free transmission by applying the FEC code [34].
Substituting Eq. (3.7) into Eq. (3.31), we have

BER ¼ Qð
ffiffiffiffiffiffiffiffiffiffiffi
2SNR

p
Þ ¼ Q

ffiffiffi
2

p
RHð0ÞPtMI

σðPtÞ
� �

: ð3:32Þ

Note that the average power f ðtÞ2 of the bipolar OOK signal in Eq. (3.7) is unity and the
noise variance σ2 is related to the total received optical powerPr in terms of the LED lamp
power Pt. By solving Eq. (3.32), the required LED lamp power to achieve a BER of 10−3

without applying dimming control can be obtained, which is associated with both
modulation index MI and the noise variance, when the locations of LED lamp and
receiver are fixed.
In the following scenario, the locations of an LED lamp and receiver are assumed to be

[2.5 m, 2.5 m, 3.0 m] and [3.75 m, 1.25 m, 0.85 m], respectively. In addition, the
illuminance is assumed to be proportional to the LED’s driving current. It is noted that
the required LED lamp power to achieve a BER of 10−3 should be kept unchanged under
the dimming control as well [20]. Figure 3.13 (b) shows the required LED lamp power to
achieve a BER of 10−3 without applying dimming control versus the duty cycle. When
the duty cycle is varied from 1 to 0.3, i.e., the illuminance of LED light is reduced to 30%
of the initial illuminance, the required LED lamp powers without applying dimming
control increase slowly to 0.35 W and 0.24 W for modulation indices of 0.2 and 0.3,
respectively. However, as the duty cycle is further reduced from 0.3 to 0.1, i.e., the
illuminance of the LED light is only 10% of the initial illuminance, the required LED
lamp power without applying dimming control grows drastically from 0.35W to 0.72 W
when the modulation index is 0.2 and grows from 0.24W to 0.48Wwhen themodulation
index is 0.3. Since the LED lamp power has to be kept constant throughout the dimming
control scheme, in order to achieve a BER of 10−3 for the entire duty cycle range of 0.1 to
1, the required LED lamp power should be set as high as 0.72 W if the modulation index
is 0.2, and 0.48W if the modulation index is 0.3. In this way, while the dimming control is
applied, the LED lamp power is maintained constant and both average data rate and the
BER of 10−3 can be guaranteed. The above results reveal that in an OOK VLC system
with dimming control, not only the data rate but also the lamp power need to be increased
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significantly in order to provide a guarantee of communication quality in terms of BER
and average data rate for the entire duty cycle range of 0.1 to 1.

3.4.2 Adaptive M-QAM OFDM signal under dimming control

This subsection analyzes and discusses the performance of an adaptiveM-QAM OFDM
signal under the dimming control scheme, whereM represents the number of points in the
signal constellation [44]. Since one symbol of theM-QAM signal carries log2(M) bits, the
total number of transmitted bits could be kept the same by increasing the symbol rate and/
or the value of M when higher level M-QAM is used. Let M0 be the initial number of
points in the signal constellation, and M1 be the adaptive number of points in the signal
constellation. Hence, we have

log2ðM1ÞR1TD ¼ log2ðM0ÞR0T ;

R1 ¼ log2ðM0ÞR0

log2ðM1ÞD ;
ð3:33Þ

where R0 is the original symbol rate of theM-QAM signal without dimming control, and
R1 is the adaptive symbol rate of the M-QAM signal with dimming control. Here R0 is
assumed to be 10 Msymbol/s. Substituting SNR per symbol in Eq. (3.8) into Eq. (3.16),
the BER performance of an M-QAM signal without applying dimming control is
obtained from,

BER ≈
4

log2ðMÞ 1� 1ffiffiffiffiffi
M

p
� �

Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

M � 1

�
RHð0ÞPtMI

�2
σ2ðPtÞ

vuut
0
BB@

1
CCA: ð3:34Þ

The average power f ðtÞ2 of the M-QAM signal in Eq. (3.8) is also unity. Solving Eq.
(3.34), the required LED lamp power to achieve a BER of 10−3 without applying
dimming control of the M-QAM signal is obtained. Note that when OFDM is applied
in a VLC system, the bandwidth should be at least twice as large as the symbol rate, due
to the application of Hermitian symmetry. In addition, Eqs. (3.16) and (3.34) are the BER
performance for anM-QAMwith a square constellation. For anM-QAMwith non-square
constellation, the threshold of SNR per symbol to achieve a BER of 10−3 is obtained by
using MC simulation.

Based on Eqs. (3.33) and (3.34), the values of R1 and M1 under different duty cycles
can be calculated. Table 3.5 shows the relationship between M1 and the duty cycle for
adaptive M-QAM with dimming control. As expected, the value of M1 increases as the
duty cycle is reduced. Figure 3.14 (a) shows the relationship between the adaptive

Table 3.5 Relationship between M1 and duty cycle for adaptive M-QAM with dimming control.

Duty cycle 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
M1 256 128 64 32 16 16 8 8 8 4
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symbol rate R1 and the duty cycle. When the duty cycle is less than 0.3, the adaptive
symbol rate has to increase significantly to satisfy the communication quality. The
highest adaptive rate is 2.5 times as high as the original symbol rate when the duty
cycle is 0.1, which is the same as that of an OOK signal when the duty cycle is 0.4, as
shown in Fig. 3.13 (a). Hence, the increase in the symbol rate of an M-QAM OFDM
signal is moderate compared with that of an OOK signal.
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Figure 3.14 (a) Adaptive symbol rate ofM-QAM signal versus the duty cycle; (b) the required LED lamp power
to achieve BER of 10−3 without applying dimming control versus the duty cycle.
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Figure 3.14 (b) shows the relationship between the required LED lamp power and the
duty cycle. When the duty cycle is greater than 0.4, the required LED lamp power
increases slowly as the duty cycle decreases. When the duty cycle is 0.9, the required
LED lamp powers without applying dimming control are 0.97 W and 0.65 W for the
modulation indices of 0.2 and 0.3, respectively, which are larger than the required LED
lamp power of an OOK signal with a 0.1 duty cycle. However, the required LED lamp
power increases rapidly when the duty cycle is reduced below 0.4.When the duty cycle is
0.1, the required LED lamp powers of M-QAM OFDM signals are 9.5 W and 6.3 W for
the 0.2 and 0.3 modulation indices, respectively, which are more than 13 times larger than
the corresponding required LED lamp powers of an OOK signal. Hence, when the duty
cycle is larger than 0.4, the adaptiveM-QAM OFDM signal remains to be a good choice
to be incorporated with a dimming control scheme, since the required LED lamp power
without applying dimming control is about 2Wand the adaptive symbol rate is not larger
than the original symbol rate.

3.5 Summary

This chapter describes three recently developed approaches to improve the performance
of visible light communication systems. Section 3.2 discusses a receiver plane tilting
technique to reduce the SNR fluctuation in a room. This scheme can provide 5.69 dB and
4.14 dB improvement for the peak-to-trough SNR performance, for the cases of one LED
lamp and four LED lamps, respectively. The corresponding maximum spectral efficiency
improvements are 0.47 bit/s/Hz and 0.23 bit/s/Hz, respectively. Section 3.3 describes an
LED lamp arrangement technique to improve SNR and BER performances. It is shown
that the arrangement of 12 LED lamps in a circle and 4 LED lamps at corners can attain
much better performance than other possible arrangements. By applying the time domain
zero-forcing equalization, this LED lamp arrangement is able to provide almost identical
communication qualities in terms of SNR and BER to all users at different positions
throughout the room. In Section 3.4, the performance of a VLC system under a dimming
control scheme is discussed for two different modulation formats, namely OOK and M-
QAM OFDM. The results show that the adaptive data rate of an OOK signal is always
larger than the original data rate, while the required LED lamp power is less than 1 W,
when the original data rate is 10 Mbit/s. The adaptive data rate of the M-QAM OFDM
signal is not larger than the original symbol rate when the duty cycle is larger than 0.4,
however, the LED lamp required without applying dimming control is always larger than
that required by the OOK signal.
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4 Light positioning system (LPS)
Mohsen Kavehrad and Weizhi Zhang

One of the most promising applications of visible light communication is indoor posi-
tioning, also referred to as indoor localization. Indoor positioning has many applications
in real life. For instance, the development of this technique will make possible accurate
location-based services (LBS), which have increased dramatically together with the
popularization of mobile computing devices such as smart phones and tablets.
Therefore, it is increasingly attracting researchers’ interest. Current research on visible
light communication (VLC) technology has provided a new approach to commercial
high-quality indoor positioning systems. Through this chapter, we first list all the
applications, investigate current access to the radio spectrum, and cover the merits of
shifting the needs of indoor positioning to the visible light spectrum. A survey of VLC-
based indoor positioning techniques and related works follows. Finally, challenges and
potential solutions are discussed.

4.1 Indoor positioning and merits of using light

Indoor positioning is a key technology which can be beneficial for many industries and
customers (Fig. 4.1). These include location sensing and management of products inside
large warehouses, indoor navigation services for pedestrians inside large buildings such
as museums and shopping malls, location-based services (LBS) and advertisements for
consumers etc.

According to a report by the Federal Communications Commission in 2012 [1], most
research agrees that the location-based services market will be tripled by 2015 com-
pared to its size in 2012. The report also stated that Foursquare, a location-based social
networking company, had 10 million users, but this has been increasing since then and
was 40 million in 2013 [2]. Research also predicts that the total mobile LBS market will
be worth more than 10 billion US dollars in 2015 [3].

What is maybe even more important, with the standardization of femto-cells in the
mobile network, is that location awareness of users will be critical to address hand-off
and resource allocation issues, which are discussed next.



4.1.1 Introduction to indoor positioning

Although the Global Positioning System (GPS) is well-developed and performs well for
outdoor applications, it is still very difficult to use it indoors (see Fig. 4.2) because of the
poor coverage of satellite signals. The main reason behind this is the multipath effects of
radio-waves on the GPS signals.
Signals emitted from satellites may reflect off surfaces around the receiver, such as

trees, roofs, walls, or even human bodies. The signals subject to multipath will arrive at
the receive sensor as delayed components, therefore creating positioning errors. For an
indoor environment, this induced inaccuracy is so large that the performance of GPS is
downgraded to an unacceptable level. Apart from multipath, there are potentially artifi-
cial sources of interference, whether intentional or not, further bringing down the
positioning accuracy. As a result of the poor performance of the GPS system, currently
commercialization of indoor positioning systems is still in its infancy and there is a need
to develop a reliable and accurate system. So far, different proposed candidate systems
try to perform accurate indoor positioning by utilizing radio-wave, acoustic and optical
technologies [4–9].

4.1.2 Spectrum crunch and future mobile system

With the increasing popularity of multimedia services supplied over the cellular radio
frequency (RF) networks [10], including data services such as web browsing, audio and
video on demand, it is certainly only a matter of time before users will face extreme
congestion while trying to connect to avail themselves of these services. Advances in
displays, battery technology and processing power have made it possible for users to
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Figure 4.1 (a) Indoor navigation for pedestrians; (b) location analytics based on indoor positioning.
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afford and carry around smart phones and tablets. Hence, as we are entering a new era of
always-on connectivity, the expectation from users for not only ubiquitous but
also seamless voice and video services presents a significant challenge for today’s
telecommunications systems. The prospects for the delivery of such multimedia services
to these users are crucially dependent on the development of low-cost physical layer
delivery mechanisms [11]. It is recognised that the electromagnetic spectrum has become
extremely crowded [12]. For the benefit of obtaining more bandwidth, the frequency at
which mobile bands are regulated has already shifted from 450~800 MHz in the first
generation of cellular systems, to as high as 2.6~2.7 GHz in today’s 4G technology.

As frequency increases, the path loss increases, perhaps as frequency squared to
frequency to some higher power, depending on environment. There is no cliff as
frequency increases; it just becomes more difficult gradually to deliver a high quality-
of-service over a non-line-of-sight (NLOS) path. This issue becomes less important as
the base station spacing has decreased to increase system capacity and that is the best way
to do it. Decrease spacing by a factor of two and capacity increases by a factor of four, i.e.
two squared. Close-spaced base stations need less link margin to overcome path loss so
the increased path loss with higher frequency tends to be offset by the closer spacing.
Allocating more bandwidth to cellular would help a little with the spectrum crowding,
but probably not enough to take care of the major issue. Even if you had twice the
bandwidth available, that is a small help.

Therefore, decreasing base station spacing (increasing base station density) is a better
way to provide more capacity and that is what has been done for the last 20 years. The

Figure 4.2 Indoor coverage problems of Global Positioning System (GPS).
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wireless industry is talking about femto-cells for a high capacity backhauling. However,
smaller cells can bring problems that were not noticeable before, e.g. more frequent
handovers, more complex resource allocation and re-use, etc. Precise indoor positioning
techniques will benefit the overall network management since femto-cells are designed to
serve indoor environments. By using location information from users the base station can
make better frequency allocation to virtually provide more available bandwidth to users,
as well as better prediction about when handover will happen (Fig. 4.3), to realize a
seamless service.

4.1.3 Advantages of VLC-based positioning

As noted in the previous chapters, VLC technology has great potential and will help
offload traffic from the highly congested radio-wave band. First, the visible light band
theoretically provides 400 THz bandwidth (375–780 nm), which is a much larger
bandwidth than RF techniques can utilize. Moreover, lightwaves in the optical wave-
length range are confined to the walls in a room and generally do not penetrate solid
materials. Hence, practical and usable networks can be readily realized that utilize this
self-limiting link distance. We call such systems that employ this property high-
bandwidth islands. The motivation for operators to actually choose to transfer data
through this optical band is that by doing so, the entire huge bandwidth can be re-used
next door, free of interference. Optical wireless is a future proof solution since additional
capacity far beyond the capabilities of radio could be delivered to users as their needs
increase with time.
Light emitting diodes (LEDs) will replace today’s incandescent and fluorescent lamps

used for lighting in due course. Compared to traditional light devices, LED has higher
power efficiency, longer lifetime and higher tolerance to environmental hazards. Since
LED is a semiconductor light source, it can be easily modulated for many applications

Figure 4.3 Handover prediction in mobile networks.
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other than lighting, such as indoor broadband communication, smart lighting, etc. [11, 12].
This feature enables researchers to explore the possibility to use it to address the indoor
positioning problem. Recently, VLCusing LEDs or other light sources has been considered
as one of the most attractive solutions for indoor positioning systems because of the many
features it brings, as described below:

Better positioning accuracy
There are many proposed indoor positioning solutions based on radio-wave techniques.
Wireless technologies associated with them include, but are not limited to: wireless local
area network (WLAN), radio-frequency identification (RFID), cellular, ultra-wide band
(UWB), Bluetooth, etc. [4–7, 21]. These methods deliver positioning accuracies from
tens of centimeters to several meters [13], see Table 4.1. VLC-based systems are
expected to provide better positioning accuracy than radio-wave solutions, since they
suffer less from multipath effects and interference from other wireless handsets, which
will be verified in the following sections.

Generate no radio-frequency (RF) interference
Aside from the relatively lower accuracies radio-wave approaches can provide, the RF
electro-magnetic (EM) interference brought in is always a concern for many indoor
environments. On the one hand, EM radiation generated by these techniques will occupy
the already-congested limited mobile band, further degrading the performance of other
wireless devices. On the other hand, since radio-frequency interference can disable
certain kinds of medical devices, with results ranging from inconvenience to accidental
injuries, radio-frequency radiation is restricted, or even prohibited in hospitals, as well as
in many other places having interference concerns.

In contrast, VLC systems for communication or positioning purposes, do not generate
any RF interference and therefore are safe to use inside healthcare facilities. LEDs can be
used to carry different forms of information, e.g. biomedical information from monitor-
ing devices, text information from patients, etc. to medical staff [14], [15].

Re-use current lighting infrastructures
Positioning techniques based on ultrasound and other acoustic waves offer accuracy up to
several centimeters [13], however, they require a dense and calibrated grid of

Table 4.1 Positioning accuracies of radio-wave techniques [13].

Positioning method (technology) Accuracy (m)

Sapphire Dart (UWB) 0.3
Ekahau (WLAN) 1
TOPAZ (Bluetooth+IR) 2
SnapTrack (AGPS) 5–50
WhereNet (UHF TDOA) 2–3
LANDMARC (RFID) 2
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transmitters, which sometimes may dramatically increase the cost of the system. In
contrast, VLC-based systems re-use the current light infrastructures and thus widespread
coverage is assured. At the same time, little or no renovation is needed to provide a
service, therefore VLC-based systems also offer very economical solutions for indoor
positioning requirements.

4.2 Positioning algorithms

Investigations within this field demonstrate that positioning algorithms proposed so far
can be categorized into three types: triangulation, scene analysis, and proximity.

4.2.1 Triangulation

Triangulation is the general name for positioning algorithms which use the geometric
properties of triangles for location estimation. Triangulation has two branches: lateration
and angulation [13]. In lateration methods, the target location is estimated by measuring
its distances from multiple reference points. For all the VLC-based indoor positioning
systems proposed, the reference points are light sources and the target is an optical
receiver. The distances are almost impossible to measure directly; however, they can be
mathematically calculated from other measurements such as received signal strength
(RSS), time-of-arrival (TOA) or time-difference-of-arrival (TDOA). On the other hand,
angulation measures angles relative to several reference points (angle-of-arrival (AOA)),
after which location estimation is carried out by finding intersection points of direction
lines which are radii from reference points.

4.2.2 Triangulation – circular lateration

Circular lateration methods mainly make use of two kinds of measurements: TOA or RSS.
As light travels at a constant speed in air, the distance between the receiver and light

source is proportional to the travel time of the optical signals. In TOA-based systems,
time-of-arrival measurements with respect to three light sources are required to locate the
target, giving intersection of three circles for 2-D, or three spheres in a 3-D scenario. A
very good example of TOA-based systems is the widely used GPS system. In the system,
navigation messages sent from satellites contain time information (in the form of a
ranging code) and Ephemeris (orbit information for all the satellites). After successfully
receiving navigation messages from more than three satellites, circular lateration
(referred to as trilateration) is performed to determine the receiver’s location. However,
all the clocks used by the transmitters as well as by the receiver have to be perfectly
synchronized. For indoor applications, the positioning accuracy should range from sub-
meter to centimeters, which means the different clocks in TOA-based systems have to be
synchronized at the level of a few nanoseconds, or even higher accuracy. As a result, the
complexity and cost of such systems are impracticable. Therefore, research on the TOA-
based positioning technique has been very limited. Cramer–Rao bound analysis of a
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TOA-based VLC positioning system considering only shot noise is given in [16], and the
results show that accuracy around 2 ~ 5 cm can be achieved, depending on different
system settings.

RSS-based systems calculate the propagation loss the emitted signal has experienced
based on measurements of received signal strength. Range estimation is then made by
using a proper path loss model. As in TOA-based systems, estimation of the target’s
position is obtained by circular lateration, shown in Fig. 4.4. Because of the availability
of line-of-sight (LOS) channels for most indoor environments, it is considered that RSS-
based methods using VLC will deliver a good performance. According to simulations
performed in previous work [17], the target can be located with a positioning error around
0.5mm. In [18], taking the rotation andmoving speed of the receiver into consideration, the
authors show that an overall accuracy around 2.5 cm can be obtained, assuming a typical
moving speed of the receiver. In [19], the authors account for possible installation errors of
the LED lighting bulbs as well as the orientation angle of the target and show that a
precision of 5.9 cmwith 95% confidence can be expected, given indirect sunlight exposure
and proper installation of the LED bulbs.

Now let us introduce a mathematical expression for circular lateration in two-
dimensional space. The expression for three-dimensions is similar. Let (Xi,Yi) represent
the position of the ith transmitter (reference point) on a two-dimensional plane and (x,y)
denote the position of the receiver (target). If the measured distance between the ith
transmitter and receiver is Ri, then every circle as shown in Fig. 4.4 is a set of possible
locations of the receiver determined by a single range measurement, which is:

ðXi � xÞ2 þ ðYi � yÞ2 ¼ Ri
2; ð4:1Þ

where i = 1, 2, . . . , n and n is the number of transmitters (reference points) involved in
range measurements. Theoretically, if range measurements are noise-free, the intersec-
tion of circles given by Eq. (4.1) should yield the position of the receiver as a single point.

R1

R2

R3

Transmitter
(reference point)
Receiver
(target)

(X1, Y1)

(X2, Y2)

(X3, Y3)

Figure 4.4 Positioning using circular lateration.
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However, this cannot be realistic in real measurements. Noisy range measurements lead
to multiple solutions to our system described by Eq. (4.1). In this scenario, the least
squares solution, which is discussed in [20, 21], provides a standard approach to the
approximate solution of this positioning system.
Note that:

R2
i � R2

1 ¼ ðx� XiÞ2 þ ðy� YiÞ2 � ðx� X1Þ2 � ðy� Y1Þ2 ð4:2Þ

¼ X 2
i þ Y 2

i � X 2
1 � Y 2

1 � 2xðXi � X1Þ � 2yðYi � Y1Þ; ð4:3Þ

where i = 1, 2, . . ., n. Then we can rewrite the equations describing the system into matrix
form [21]:

AX = B, (4.4)

where

X = [x y]T (4.5)

A ¼
X2 � X1 Y2 � Y1

..

. ..
.

Xn � X1 Yn � Y1

2
664

3
775 ð4:6Þ

and

B ¼ 1

2

ðR2
1 � R2

2Þ þ ðX 2
2 þ Y 2

2 Þ � ðX 2
1 þ Y 2

1 Þ
..
.

ðR2
1 � R2

nÞ þ ðX 2
n þ Y 2

n Þ � ðX 2
1 þ Y 2

1 Þ

2
664

3
775: ð4:7Þ

Then the least square solution to the system is given by:

X = (ATA)−1ATB. (4.8)

4.2.3 Triangulation – hyperbolic lateration

Hyperbolic lateration methods are usually associated with TDOA measurements. In
TDOA-based systems, light signals from different LEDs are designed to be transmitted at
the same instant. This can be easily achieved since all the LEDs are in close proximity so
they can share the same clock. The receiver measures the difference in time at which these
signals arrive. On the other hand, the receiver does not need to be synchronized with the
transmitters, since it is not trying to extract the absolute time of arrival information.
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As in TOA and RSS based systems, three light sources are needed to enable 2-D or 3-
D positioning. Because a single TDOA measurement with two light sources involved
provides a hyperboloid on a 2-D plane or a hyperbola in a 3-D space, two TDOA
measurements are required to locate the target by using hyperbolic lateration (referred
to as multilateration). Instead of taking TDOA measurements directly, we may take
other measurements, and compute TDOA information by using them. In [22], sinus-
oidal components of signals emitted from two LEDs generate an interference pattern at
the receiver because they have the same frequency. Thus, the sinusoidal peak-to-peak
value of the received signal can be utilized to get equivalent TDOA measurements. In
[23], TDOA information is obtained by detecting phase differences between three
signals with different frequencies. Computer simulations show an overall positioning
accuracy of 1.8 mm.

For mathematical expression of hyperbolic lateration in two-dimensional space, fol-
lowing the notation used for circular lateration, every hyperbola as shown in Fig. 4.5 is a
set of possible locations of the receiver determined by a single measurement of range
difference. Every hyperbola can be represented by:

Dij ¼ Ri � Rj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXi � xÞ2 þ ðYi � yÞ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðXj � xÞ2 þ ðYj � yÞ2

q
; ð4:9Þ

where Dij denotes the difference between the ranges Ri and Rj, with respect to the ith and
jth reference points and i≠j. Note that:

ðR1 þ Di1Þ2 ¼ Ri
2; ð4:10Þ

X 2
i þ Y 2

i � X 2
1 � Y 2

1 � 2xðXi � X1Þ � 2yðYi � Y1Þ � Di1 � 2Di1R1 ¼ 0; ð4:11Þ

Transmitter
(reference point)
Receiver
(target)

R1

R2

R3

(X1, Y1)

(X2, Y2)

R1– R2

R1– R3

(X3, Y3)

Figure 4.5 Positioning using hyperbolic lateration.
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where i = 1, 2, . . ., n. We can then rewrite the equations describing the system into matrix
form [21]:

AX = B, (4.12)

where

X = [x y R1]
T, (4.13)

A ¼
X2 � X1 Y2 � Y1 D21

..

. ..
. ..

.

Xn � X1 Yn � Y1 Dn1

2
664

3
775; ð4:14Þ

and

B ¼ 1

2

ðX 2
2 þ Y 2

2 Þ � ðX 2
1 þ Y 2

1 Þ � D2
21

..

.

ðX 2
n þ Y 2

n Þ � ðX 2
1 þ Y 2

1 Þ � D2
n1

2
664

3
775: ð4:15Þ

Then the least squares solution to the system is given by:

X = (AT A)−1 ATB. (4.16)

4.2.4 Triangulation – angulation

In AOA-based systems, the receiver measures angles of arriving signals from several
reference points. The target’s location is then determined as the intersection of direction
lines (Fig. 4.6). Typically two light sources are needed to realize 2-D and three for 3-D

α1

α2

Transmitter
(reference point)
Receiver
(target)(X1, Y1)

(X2, Y2)

Figure 4.6 Positioning using angulation.

Positioning algorithms 79



positioning. Interestingly, we can find a historical trace back to older photogrammetry
techniques [24] with many similarities. The greatest advantage of AOA-based systems is
that no time synchronization is needed. Another advantage is that it is relatively easier to
detect the AOA of the incoming signals in the optical domain with an imaging receiver,
compared to employing complex antenna arrays used in radio-wave approaches. The
widely deployed front-facing cameras, which are inherently imaging receivers, on smart
phones and tablets have brought opportunities for this method to become practicable on
mobile consumer electronics. However, to achieve a good performance for a real system,
the lighting infrastructure may have to be adjusted since most of these cameras have a very
limited field-of-view (FOV). More generally, the positioning accuracy of an AOA-based
systemwill downgrade when the target gets farther from the light sources due to the limited
spatial resolution of the imaging receivers. A positioning accuracy of 5 cm is reportedwhen
using an imaging receiver with a resolution of 1296× 964 pixels [25]. In [26], researchers
proposed a two phase positioning algorithm which makes use of both RSS and AOA
measurements, taking multipath effects due to reflections into consideration. Computer
simulations showed that a median accuracy of 13.95 cm can be achieved.

To obtain the least square solution for an AOA-based system, suppose αi denotes the
measured angle-of-arrival with respect to the ith transmitter, which is given by:

tan αi ¼ y� Yi
x� Xi

; ð4:17Þ

where i = 1, 2, . . ., n. Then we will have,

(x − Xi) sin αi = (y − Yi) cos αi. (4.18)

Then we can rewrite the equations describing the system into matrix form [21]:

AX = B, (4.19)

where

X = [x y]T, (4.20)

A ¼
� sin α1 cos α1

..

. ..
.

� sin αn cos αn

2
664

3
775; ð4:21Þ

and

B ¼
Y1 cos α1 � X1 sin α1

..

.

Yn cos αn � Xn sin αn

2
664

3
775: ð4:22Þ
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Then the least square solution to the system is given by:

X = (AT A)−1 AT B. (4.23)

4.2.5 Scene analysis

Scene analysis refers to positioning algorithms which make use of fingerprints asso-
ciated with every anchor point in the system inside a scene, as shown in Fig. 4.7. The
target is then located by matching real-time (on-line) measurements to these finger-
prints. Measurements that can be used as fingerprints include all measurements men-
tioned earlier, i.e. TOA, TDOA, RSS and AOA. RSS is the most used form of
fingerprint. The time required to match fingerprints is usually shorter than performing
a triangulation, thus saving a lot of time and power which will otherwise be used for
computing. However, scene analysis solutions also have a significant disadvantage.
They cannot be deployed instantly inside a new scenario since accurate system
pre-calibration is needed. A scene analysis method utilizing RSS information from
four LED lights as fingerprints shows that a positioning accuracy of 4.38 cm can be
attained [27].

4.2.6 Proximity

Proximity-based systems (Fig. 4.8) rely on a dense grid of light sources, each having a
known position and a unique hardware ID. When the target receives signals from a single
light source, it is considered to be co-located with the source.When signals frommultiple
sources are detected, averaging will be performed. Proximity systems using VLC
technology theoretically provide accuracies no higher than the resolution of the lighting
grid itself. Note that when dense grids are employed, a narrow illumination beam from
the light sources is required in order to prevent interference and impaired location
determination. In [9], the authors experimentally demonstrated a proximity-based indoor
positioning system. The positioning is provided by visible light LEDs, while a ZigBee

Transmitter
(reference point)
Receiver
(target)

Anchor point

Figure 4.7 Positioning system using scene analysis.
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wireless network is employed to send the location information to the main node,
extending the working range of the system.

4.2.7 Comparison of positioning techniques

To compare the systems we have mentioned, we adopt the following performance
metrics: accuracy, spatial dimension, and complexity, see Table 4.2.

Accuracy is usually referred to as the mean value of positioning error. Here, the
positioning error is defined as the Euclidean distance between the real location of the
target and the estimation of it. The smaller the mean value is, the higher accuracy a
system can achieve. So naturally this is the most important factor when we evaluate a
positioning system.

Spatial dimension is the number of dimensions a positioning system is able to provide
on location information. Many proposed solutions are only capable of 2-D positioning
horizontally, in which case if the height of the target changes, the positioning accuracy of
the system will drop as a result. Systems capable of 3-D positioning, on the other hand,
provide a better performance in this scenario.

The complexity defined in this chapter contains two components. The first is the
system requirement on hardware, i.e. how many devices are involved and how compli-
cated is the overall system configuration. Hardware complexity mainly determines what
would be the deployment cost of an indoor positioning system. The other component is
the computational complexity of the positioning algorithm, or the delay before the
system can update the current location of the target. In most of the systems, data
processing happens on the target side, e.g. mobile handsets in real scenarios.
Algorithm complexity is also important, because battery life is still a huge concern for
handsets, even though they are currently capable of powerful computing.

4.3 Challenges and solutions

4.3.1 Multipath reflections

As mentioned earlier, a path loss model is employed in an RSS-based system. Current
optical path loss models, which only take the LOS propagation into consideration, do not

Transmitter
(reference point)
Receiver
(target)

Figure 4.8 Proximity positioning system.
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Table 4.2 Comparison of solutions mentioned.

Reference
no. Positioning algorithm Accuracy

Space
dimension

Complexity
Hardware/
Algorithm Comments

17 RSS 0.5 mm (Simulation) 2-D/3-D Moderate/
Moderate

3-D positioning is realized

18 RSS 2.5 cm
(Simulation)

2-D Moderate/
Moderate

Rotation and moving speed of the receiver are accounted
for

19 RSS 5.9 cm
(Simulation)

2-D Low/Moderate Asynchronous system design, installation errors of LED
bulbs and orientation angle of the target are taken into
consideration

23 TDOA 1.8 mm (Simulation) 2-D High/Moderate Frequency-division-multi-access (FDMA) protocol
employed

25 AOA 4.6 cm (Experiment) 3-D High/Moderate Different colors are used to distinguish LED lights
26 RSS+AOA 13.95 cm

(Simulation, median value)
2-D/3-D High/High High Lambertian order sources are assumed (m = 30),

multipath effects and receiver orientation are taken into
consideration

27 Scene analysis (RSS
based)

4.38 cm (Experiment, mean
value)

2-D Moderate/Low Pre-calibration needed

9 Proximity Room level (Experiment) 2-D Low/Low 4 MHz carrier is employed to achieve better optical
detection



always hold due tomultipath effects caused by reflections of light on different surfaces (e.g.
walls). The optical energy contained within these reflected components would be directly
translated into extra positioning errors, thus positioning accuracy will be downgraded.

One available solution is to use a fly-eye receiver [28]. As an imaging receiver, it is
able to resolve light components coming from different directions. Therefore, the effects
of reflections can be significantly reduced by necessary signal processing after optical
detection. Furthermore, the receiver can provide angle information which can be used to
improve the positioning accuracy in combination with AOA positioning.

4.3.2 Synchronization

In the systems based on time measurements (TOA, TDOA), synchronization is a major
source of positioning error. In TOA-based systems, it is extremely difficult to get all
transmitters and the receiver precisely synchronized, if not impossible. This becomes
easier in TDOA-based approaches. The clock used by the receiver does not have to be
precisely synchronized with the transmitters and we can make use of other measurements
as mentioned in [19, 20]. Nevertheless, the signals from all transmitters have to be
emitted simultaneously. Otherwise, the initial phases of transmitted signals must be
measured in a very accurate way. Therefore, synchronization has to be performed
between transmitters, which can lead to potentially high system deployment costs and
limited applicable scenarios.

4.3.3 Channel multi-access

As implied by the principles of the positioning algorithms mentioned above, in all
systems except proximity-based ones, multiple transmitters are required to estimate the
receiver position. This means we have to solve the channel multi-access problem to avoid
interference. Even for proximity-based systems, the problem has to be handled to
minimize the possibility of detection failure when multiple transmitted signals fall in
the receiver field-of-view, if no channel multi-access protocol is employed and trans-
mitters keep sending out signals all the time.

In GPS systems, channel multi-access is addressed by using the code-division-multi-
access (CDMA) technique [29]. In a TDOA-based system proposed in [23], frequency-
division-multi-access (FDMA) is selected as a solution. Time-division-multi-access
(TDMA) is another technique used by many systems; it requires synchronization between
transmitters, resulting in higher deployment cost and time. In [19], a new protocol is
proposed to eliminate the need for synchronization. The adoption of the framed slotted
ALOHA protocol successfully enables the LEDs to work asynchronously, thus no physical
connections between them are required, lowering system complexity and cost.

4.3.4 Service outage

One very realistic problem with light positioning systems can be expressed in the form of
a simple question: What will happen when there is no light? Indeed this is a serious
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concern since there might be occasions where users demand a positioning service without
the lights being turned on. Also, light can be blocked by furniture and human bodies,
resulting in service outage. Therefore, this problem must be addressed to ensure that
users will have access to the positioning service most of the time.
Two approaches can offer help regarding this issue. First, infrared laser or LED can be

integrated into the LED bulbs used in the future positioning system, to continue offering a
service when visible light illumination is no longer desired. Secondly, to eliminate the
temporary service outage mainly due to obstruction, sensor fusion technology [30]
making use of the inertial sensors inside the handset can be employed. It will help the
system to give the best performance by integrating inertial navigation, which will guide
the user through the obstruction period, and optical positioning, which generally gives
more accurate estimation.

4.3.5 Privacy

Although it does not seem a technical issue, privacy is a huge concern for light position-
ing systems. Indeed, better positioning accuracy makes people more worried about the
security of the real-time location information. In the visionary report from the FCC [1],
the committee identified several privacy issues as follows: notice and transparency,
meaningful consumer choice, third party access to personal information, and data
security and minimization. So we suggest that research on access control and encryption
is necessary for the long-term development of light positioning systems.

4.4 Summary

Indoor positioning is one of the most important and promising applications associated
with visible light communications technology. We have specifically discussed why
accurate indoor positioning plays a key role in future mobile networks, considering the
fact that the mobile band is currently heavily congested. Optical positioning systems are
expected to provide better accuracy compared to radio-wave rivals. They will not
generate radio-frequency (RF) interference, maintaining the current performance of
other wireless handsets as well as making these suitable to be deployed inside RF
restricted or prohibited environments. Finally, indoor positioning systems based on
VLC technology will be able to provide services wherever LEDs are deployed at the
price of a minimal overhead.
Light positioning systems will not only benefit the related industry but also a great

mass of consumers. Therefore, extensive research has been done within this field. The
different positioning algorithms proposed have inherent advantages and drawbacks, and
therefore tradeoffs can be made for different applications. We have provided a detailed
comparison table based on three metrics: accuracy, spatial dimension, and complexity.
We have also identified challenges for the commercialization of light positioning

systems, which include but are not limited to: multipath reflection, synchronization,
channel multi-access, service outage, and privacy. Possible solutions are provided herein.
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5 Visible light positioning
and communication
Zhengyuan Xu, Chen Gong, and Bo Bai

5.1 Introduction

Positioning with high accuracy and reliable real-time performance is an urgent need and has
become one of themost exciting features of the next generation wireless systems [1–4]. The
global positioning system (GPS) suffers from poor performance in certain areas, for
example, in indoor environments, due to the strong absorption of the carrier wave by
building materials [5], and in urban environments due to link blockage or multipath
interference by tall buildings. In such application scenarios, a visible light positioning
system can help mobile users to obtain their real-time position information, based on the
signal sources from local light infrastructures not being affected by the complicated
communication environment.

5.1.1 Indoor light positioning system

In indoor environments, assisted by indoor positioning systems, various location-based
services can be realized, such as navigation and guidance in shopping malls, super-
markets, museums, and hospitals; tracking and monitoring of valuable equipments in
factories; and improvement of wireless personal network performance through network
service adaption. Moreover, multiple optional techniques could be adopted to imple-
ment indoor positioning. One straightforward solution is to utilize existing WiFi access
points for positioning or to install extra points to ensure wide and dense coverage [6, 7].
This area is still under active research. Another approach is to rely on a densely
distributed indoor lighting infrastructure which can serve as location sensing units,
such as conventional fluorescent and incandescent lamps. Recently, highly energy-
efficient white LEDs have emerged as appealing replacements. Similarly to light
positioning systems (LPS) using fluorescent light [8–10], LPS with white LEDs
coupled with an inexpensive imaging sensor such as is embedded in a mobile handset
[11, 12] is an emerging technology. It can provide concurrent indoor positioning and
illumination. The light signal emitted from a modulated white LED, carrying LED
position information, is received by a photodetector through a visible light communi-
cation (VLC) channel, and then the position of the photodetector is estimated based on



the received signal attributes such as amplitude and angle of arrival (AOA). If a receiver
is equipped with an image sensor instead of a conventional photodiode or arrayed
photodiodes, spatial rejection of interference light from other light sources helps to
increase communication signal to noise ratio (SNR) [13, 14]. Meanwhile, due to a large
number of small size pixels, high spatial resolution is achievable, leading to a possibly
low cost and highly accurate LPS. Since an LPS operates in the visible light spectrum, it
does not create electromagnetic interference with existing RF systems critical for RF
restricted environments such as hospitals; it is also immune to any RF interference from
WiFi or cellular systems.
An LPS using fluorescent light typically can achieve an accuracy of several meters [11]

or less than one meter [15, 16] in a small service area. The position calculation algorithms
require the incident light signals’ horizontal angle, vertical angle and rotation angle,
which are usually difficult to measure in practice. On the contrary, an LPS with white
LEDs and a camera could achieve a higher accuracy and much wider coverage area of
several meters. An indoor positioning system with white LEDs and an image sensor is
proposed in [17], but two specifically placed image sensors are required and images of at
least four LEDs are supposed to be captured. These requirements raise the system cost
and computation complexity. Received light intensity-based positioning methods are
proposed in [18, 19], pre-calculated incident light intensity at a given position and at least
three white LEDs without inter-cell interference need to be adopted for the trilateration
method. Also the unpredictable light sources may bring unavoidable intensity fluctua-
tion, which would make these two systems less reliable.

5.1.2 Outdoor light positioning system

In outdoor environments, the precise position of a vehicle is urgently needed to provide a
reliable navigation service in some downtown and urban locations where the most widely
used GPS has a poor performance [20] due to link blockage or multipath. Effective
methods to improve driver safety and realize an intelligent transportation system (ITS)
are necessary. Vision based navigation methods [21, 22] and LED/monocular camera
methods [23] have been proposed to achieve the required range finding. With more and
more LED-based traffic lights widely deployed in the real world, traffic light-based
location beacon and image processing methods [12, 24–27] have also been proposed
to obtain vehicle position information. All these methods need an expensive high speed
camera and complex image processing procedure to generate the position of a vehicle.
Recently, Roberts et al. have proposed a vehicle tail lights based method for a light
positioning system [28], but it can only generate the relative position of a vehicle to the
one in front of it under some restrictive assumptions.
To cater for more general indoor and outdoor application environments, this chapter

presents an indoor LPS and outdoor LPS system. For the indoor LPS, we combine VLC
with position estimation methods, and let white LEDs emit their location-relevant signals
to be captured by a receiving camera. Then an optimal estimation algorithm is imple-
mented at the receiver which can provide an unbiased estimate of the camera position.
For the outdoor LPS system, the light signal emitted from the traffic light, carrying its
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position information, is received by two photodiodes mounted in the front of a vehicle
through a visible light communication (VLC) link. Then the position of the vehicle can
be estimated based on the received position information of the traffic light and the time
difference of arrival (TDoA) of the light signal to the two photodiodes. Methods for LPS
with one traffic light and two traffic lights are reviewed, and the positioning error due to
non-coplanar effects and the related coplanar rotation methods for both cases are also
discussed. To simplify the analysis, the blocking effect of the surroundings, and back-
ground light noise and multipath effect in the VLC link are neglected.

5.2 Indoor light positioning systems based on visible light
communication and imaging sensors

There are several feasible indoor positioning solutions, based on third generation (3G)
systems, WiFi, and the UWB. However, the multiple signal reflections from surrounding
objects cause multipath distortion resulting in uncontrollable errors. These effects may
degrade all known solutions for indoor positioning which use electromagnetic waves to
carry signals from indoor transmitters to indoor receivers. Here we take another approach
that records the positions of the LED images, as described below.

5.2.1 System description

Assume that a camera is used as both an image sensor to capture the image points of thewhite
LEDs on the ceiling as well as a communication receiver to capture the position information
of the white LEDs carried by the light communication signal. According to Newton’s law of
lens imaging [29], namely the relationship of the white LEDs and image points on the image
sensor of the camera, the position of the camera could be easily estimated. Cases with given
white LED positions in the navigation frame and estimated positions obtained by a VLC link
are both covered. Considering VLC channel noise [30], camera noise [13, 31], and the
attenuation effect of the signal through propagation, the white LED image point on the image
sensor may have a random bias and even the position information of the white LEDmay be
misinterpreted at the receiver [32]. Following the concept of localization under noisy
observations [33], the current estimation problem can be modeled as an optimal linear
combination of noisy measurements. Performance of the mean square error (MSE) is studied
based on the Cramer–Rao lower bound (CRLB) as a benchmark measurement.

In a typical LPS with a white LED and camera, the white LED mounted on the ceiling
can emit a light signal carrying its position information, usually a unique identity (ID) from
which the white LED’s position can be obtained, such as the floor number and its location
within a floor. An image sensor-based camera assembled in a portable device like a cell
phone and personal digital assistant (PDA) could capture the signal light intensity variation
where the white LED’s position information in the navigation frame resides. Furthermore,
the white LED can also be captured by an image sensor as a light point through a properly
configured image lens, increasing the FOVof the camera at the same time. A proper optical
filter may also be used to reduce the received ambient light in the background.
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5.2.2 LPS with known LED positions

Consider an LPS with a camera and N white LEDs mounted on the ceiling whose
positions in the navigation system are known as Si = [Xi,Yi,Zi]

T, i = 1, 2, N, shown in
Fig. 5.1. The white LED image points S0i ¼ ½xi; yi�T are captured on the image sensor
with the center of the sensor set as the origin of the relative coordinate system. The focal
length of the image lens is fixed as f, the distance from the lens of the camera to the image
sensor plane is D, and from the lens to the floor is ZC. Let us focus on the 2-dimensional
position vector pC = [XC,YC]

T of the camera position represented by the center of the
image lens O, which is the same as the position of the image sensor center in the
navigation frame.

Noiseless measurement
Assume the height ZC of the camera (defined as the height of the image lens) is given.
According to the homothetic triangle theory and Newton’s law of lens imaging [29], we
can easily obtain the position of the camera pCi = [XCi,YCi]

T from pairs of white LED Si
and its image S0i on the image sensor as

pCi = [XCi,YCi]
T = [Xi + λi xmi,Yi + λiymi]

T, (5.1)

where

λi ¼ Zi � ZC
D

; ð5:2Þ

S1

ZC

S′N S′2 S′1

D

O

S2

SN

Figure 5.1 LPS with multiple white LEDs and a camera.
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and [xmi, ymi]
T is the measured position of the white LED image point S0i ¼ ½xi; yi�T on the

image sensor.
Note that, in the absence of noise, N values (1 ≤ i ≤ N) of pCi obtained from N white

LEDs will be identical to pC = [XC,YC]
T.

Noisy measurement
Next we consider the presence of measurement noise for [xmi, ymi]

T, where the noise for
xmi and ymi satisfies the Gaussian distribution Nðμxi; σ2xiÞ and Nðμyi; σ2yiÞ, respectively, for
1 ≤ i ≤ N. Note that this is essentially a parameter estimation problem under various noisy
observations, which can be performed via optimal linear combination.

We consider linear combining to estimate pC = [XC,YC]
T based on the N measurement

results pCi for 1 ≤ i ≤ N, given as follows:

X̂ C ¼
PN

i¼1 βxiðXCi � λiμxiÞPN
i¼1 βxi

; ð5:3Þ

where βxi for 1 ≤ i ≤N are linear combining coefficients. First, note that X̂ C is an unbiased
estimator of XC, since

EX̂ C ¼
PN

i¼1 βiXCPN
i¼1 βi

¼ XC: ð5:4Þ

Then, it is desired to find the optimal linear combination coefficients βxi, 1 ≤ i ≤ N, that
minimize the estimation variance. According to (5.3), the estimation variance is given as
follows:

σ2XC ¼
PN

i¼1 β
2
xiλ

2
i σ

2
xi

ðPN
i¼1 βxiÞ2

: ð5:5Þ

The following manipulation aims to find the optimal values of fβxigNi¼1.
Note that

σ2XC ¼
PN

i¼1 ðβxiλiσxiÞ2
ðPN

i¼1 βxiλiσxi
1

λiσxi
Þ2
: ð5:6Þ

According to the Cauchy–Schwarz inequality, we have that

XN
i¼1

βxiλiσxi
1

λiσxi

 !2

≤
XN
i¼1

ðβxiλiσxiÞ2
XN
i¼1

1

λiσxi

� �2

; ð5:7Þ

where the equality is achieved if the following is satisfied,

βxiλiσxi ¼
1

λiσxi
; for 1 ≤ i ≤N : ð5:8Þ
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Then, an optimal solution to the linear combination coefficients βxi, denoted as β�xi, and
the minimum variance are given

β�xi ¼
1

λ2i σ
2
xi

; 1 ≤ i≤N ; and σ2XC ¼ 1PN
i¼1

1

λ2i σ
2
xi

: ð5:9Þ

Similarly, YC can be estimated via computing the following unbiased estimator based on
linear combination,

Ŷ C ¼
PN

i¼1 βyiðYCi � λiμyiÞPN
i¼1 βyi

; ð5:10Þ

with the optimal combination coefficients and the minimum variance given

β�yi ¼
1

λ2i σ
2
yi

; 1 ≤ i ≤N ; and σ2YC ¼ 1PN
i¼1

1

λ2i σ
2
yi

: ð5:11Þ

Cramer–Rao lower bound (CRLB)
CRLB provides a lower bound on the variance of any unbiased estimator [34], and thus
can serve as a benchmark for the performance of an unbiased estimator. An unbiased
estimator is optimal if it can achieve the CRLB. In the following we show that the above
optimal linear combination indeed achieves the CRLB.
Since CRLB provides a lower bound on the variance of an estimator for a deterministic

parameter, an unbiased estimator which achieves this lower bound is efficient. More
specifically, we have the following joint distribution:

pðXm;XCÞ ¼ ∏
N

i¼1

exp � ðXmi � XC � λiμxiÞ2
2ðλiμxiÞ2

" #
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πðλiσxiÞ2

q : ð5:12Þ

We have

∂2 ln pðXm;XCÞ
∂X 2

C

¼ �
XN
i¼1

1

λ2i σ
2
xi

; ð5:13Þ

and thus the CRLB for XC is given by

CRLBðXCÞ ¼ 1PN
i¼1

1

λ2i σ
2
xi

: ð5:14Þ
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Similarly, we have the following CRLB for YC,

CRLBðYCÞ ¼ 1PN
i¼1

1

λ2i σ
2
yi

: ð5:15Þ

It is seen that the variance of the linear combination can achieve the CRLB, and thus is
efficient.

A simple example of the CRLB
We provide a simple example of the CRLB of the position estimation. Assume equal
estimation variance for all LEDs in both dimensions x and y, i.e., σ2xi ¼ σ2yi ¼ σ2 for all 1 ≤
i ≤ N; and λi = λ for all 1 ≤ i ≤ N. Then the CRLBs for the positions XC and YC can be
simplified as follows,

CRLBðXCÞ ¼ CRLBðYCÞ ¼ λ2σ2

N
: ð5:16Þ

The results can be justified by the fact that the average over Nmeasurements reduces the
estimation variance by a factor of N.

5.2.3 Monte-Carlo simulation results

Assume four LEDs with positions (1,1), (−1,−1), (1,−1), and (−1,1), and one camera with
position (0,0). Assume the height of the four LEDs to the camera Zi − ZC = 3 for all 1 ≤ i ≤
4; and the distance between the lens of the camera and the image sensor plane D = 0.1.
Assume zero mean Gaussian measurement noise with variance σ2xi ¼ σ2yi ¼ σ2

2 for all four
LEDs. Figure 5.2 plots the measurement variance averaged over 1000 000 random
realizations versus the CRLB for 0.005 ≤ σ ≤ 0.05. It is seen that the measurement
variance matches perfectly with the CRLB, which validates the theoretical analysis.

5.3 Outdoor light positioning systems based on LED traffic
lights and photodiodes

5.3.1 Light positioning system

We consider an LPS system consisting of one or multiple traffic lights and two photo-
diodes [35]. Generalization to incorporate more than two photodiodes is straightforward
and thus omitted. The light signal emitted from the traffic light, carrying the light position
information, is received by two photodiodes mounted in the front of a vehicle. With the
TDoA Δt of the light signal to the two photodiodes, the path difference from the traffic
light to the two photodiodes is given as Δs = vLΔt, where vL is the speed of light. Since a
hyperbola is the set of points that have the same distance difference to two fixed points,
the traffic light is on a hyperbola determined by the path differences and separation of the
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two photodiodes which are the two foci of the hyperbola [15]. Considering the center of
the two photodiodes as the required position of the vehicle, with two hyperbolas
determined by one traffic light and two photodiodes in two different locations, or by
two traffic lights and two photodiodes, we can derive the relative position of the traffic
light to the vehicle, and finally the absolute position of the vehicle. These two cases are
discussed below. Here we assume perfect synchronization of the traffic lights that trans-
mit the positioning information, and perfect synchronization of the photo-receivers that
receive such information.

LPS with one traffic light
As shown in Fig. 5.3, when the light signal of only one traffic light T1 is captured by the
two photodiodes, we can generate the first hyperbola determined by the obtained TDoA
Δt1 and the distance of the two photodiodes F1, F2 in front of a vehicle at time t1. While
the vehicle moves towards the traffic light, the second hyperbola is obtained through
TDoA Δt2 and the same distance of the two photodiodes F 0

1, F 0
2 at time t2. The relative

position of the traffic light to the vehicle can be derived by the crossing points T1, T2, T3,
T4 of the two hyperbolas and some related constraints given below.
Note that there are different representations of a hyperbola. One familiar representa-

tion is that for any point on the hyperbola the distance difference to the two foci is fixed,
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Figure 5.2 Estimation error versus Cramer–Rao lower bound (CRLB).
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given by ‖(x,y) − (c,0)‖ − ‖(x,y) − (−c,0)‖ = 2a. The second form is given mathematically as
follows:

x2

a2
� y2

b2
¼ 1; ð5:17Þ

where c2 = a2 + b2. Parameter a determines the cross-point of the hyperbola to the x-axis.
However, in the following, we adopt another form based on a fixed ratio of the distance to
one focus over the distance to one line, to obtain a low complexity estimator.

A hyperbola can also be defined as the locus of points whose distance from the focus is
proportional to the horizontal distance from a vertical line known as the conic section
directrix, and the ratio is the eccentricity, where c is one half of the two photodiodes’
separation and a ¼ Δs

2 is one half of the path difference from the traffic light to the two
photodiodes. Let ‖x‖ ¼

ffiffiffiffiffiffiffi
xTx

p
denote the square root of norm of vector x. We can obtain

the following equations:

jðx; yÞ � ð�c; 0Þj jj ¼ e1½x� ð� a1
e1
Þ�; ð5:18Þ

jðx; yÞ � ð�c;ΔyÞj jj ¼ e2½x� ð� a2
e2
Þ�; ð5:19Þ

where (x,y) is the position of the traffic light in the coordinate system whose origin is the
center of the two photodiodes, Δy = vV(t2 − t1) is the distance the vehicle moves during the
time duration and vV is the speed of the vehicle, ei = c/ai (i = 1,2) is the eccentricity. As
shown in Fig. 5.3, four crossing points T1, T2, T3, and T4 are obtained through (5.18) and
(5.19). To uniquely specify the desired traffic light T1, we utilize some prior information.
Supposing the two photodiodes are front-oriented without an omnidirectional field of

F1(–c, νt) F2(c, νt)

F1(–c, 0) F2(c, 0)

Left directrix
x = –a2/c

T1 T2

Y

X

T3 T4

Figure 5.3 LPS with one traffic light at the upper right corner and vehicle movement along the Y-direction.
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view (FOV), the traffic light is located in front of the vehicle, that is y > Δy. This thus
eliminates the possibility of T3 and T4. Furthermore, let us define the TDoA as the time of
arrival (ToA) of the light signal from the traffic light to the right photodiode F2 less the
ToA to the left F1, that is = tT,F2 − tT,F1. The x-coordinate of the traffic light position is
negative (x < 0) when the TDoA is positive and x > 0 when negative. Supposing the
obtained TDoA is positive, the crossing point T1 is determined as the unique traffic light
position. Finally, the absolute position of the vehicle is determined as (X0 − x,Y0 − y),
where (X0,Y0) is the absolute position of the traffic light, which can be obtained by VLC
from the traffic light to the photodiodes.

LPS with two traffic lights
In this arrangement, as shown in Fig. 5.4, the light signals of two traffic lights T1, T2, for
example one traffic light for vehicles and the other for pedestrians, are captured by the
two photodiodes F1, F2. We can generate two hyperbolas determined by the obtained
TDoAs Δt1 and Δt2 and the photodiode spacing. With the properties of the hyperbola and
the absolute distance and direction of the two traffic lights, we can obtain the following
equations:

jðx1; y1Þ � ð�c; 0Þj jj ¼ e1½x1 � ð� a1
e1
Þ�; ð5:20Þ

jðx2; y2Þ � ð�c; 0Þj jj ¼ e2½x2 � ð� a2
e2
Þ�; ð5:21Þ

jðx1; y1Þ � ðx2; y2Þ j ¼ jðX1;Y1Þ � ðX2;Y2Þ j;jjjj ð5:22Þ

F1(–c, 0) F2(c, 0)

Left directrix
x = –a2/c

T1

T2

Y

X

Figure 5.4 LPS with two traffic lights and measured TDoAs at the same time.
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x1 � x2
X1 � X2

¼ y1 � y2
Y1 � Y2

; ð5:23Þ

where (x1,y1) and (x2,y2) are the positions of the two traffic lights in the coordinate system
with the center of the two photodiodes as the origin, and (X1, Y1) and (X2, Y2) are the
absolute positions of the two traffic lights, respectively. Similarly to the case with one
traffic light, some undesirable solutions can be excluded. Note the constraints of y1 > 0,
y2 > 0; and x1 < 0, x2 < 0 when the TDoAs Δt1 and Δt2 are positive, and x1 > 0, x2 > 0 when
they are negative. Finally the only possible solution to the absolute position of the vehicle
becomes (X1 − x1, Y1 − y1) or (X2 − x2, Y2 − y2).

Note that for the case of two traffic lights, one shot of the two TDoAs is taken to
estimate the location of the vehicle, while for the case of one traffic light, two shots
are necessary. This is due to the fact that the TDoA only specifies a hyperbola on
which the location of the lights may lie, and at least two hyperbolas are needed to
define a point.

A numerical example on the hyperbola
Assume that two photodiodes are mounted on the front of a vehicle with a 2 meter
separation. Consider a coordinate system where the origin lies in the middle of the two
photodiodes, with the x-axis perpendicular to the moving direction of the vehicle, and the
y-axis aligned with the moving direction of the vehicle. In such a coordinate system, the
positions of the two photodiodes are (−1,0) and (1,0). Let (x, y) be the position of a light
source. Let Δt = 4.10−9s be the TDoA of the light signal arriving at the two photodiodes,
where the arrival time at (−1,0) is earlier than that at (1,0) and such that ||(x, y) − (−1,0)|| −
||(x, y) − (1,0)|| = − 1.2 m. It implies that (x, y) lies on a hyperbola with the two foci given
by (−1,0) and (1,0), which can be expressed in another form by (5.18). More specifically,
we have that c = 1, a1 = 0.6, b1 = 0.8. It is seen that the location of (x,y) lies on the left half
of the hyperbola

x2

0:36
� y2

0:64
¼ 1: ð5:24Þ

After traveling a distance of 4 m, we have the distances which lead to the distance
difference ||(x, y) – (−1,4)|| − ||(x, y) – (1,4)|| = − 2 m. Then we have c = 1, a2 = 1, b2 = 0,
which is an extreme case of a hyperbola. Then, we have y = 4, and
x ¼ �0:6

ffiffiffiffiffi
26

p ¼ �3:06.
The case of two traffic lights is an extension of that of one light. The location of the

vehicle can be determined by the intersection of the two hyperbolas determined by two
TDoAs of the signals sent by two lights at one shot. This is essentially of the same nature
as the example of localization using one light via several shots, which is given above.
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5.3.2 Calibration of error induced by non-coplanar geometry

The two hyperbolas for both LPS with one and two traffic lights, generated in
Section 5.3.1, are not necessarily coplanar. This would bring some inevitable position-
ing error and aggravate the performance of the LPS system, especially when the
vehicle is near the traffic light, which would bring a bigger angle between the two
hyperbola planes. In this section, we discuss the coplanar rotation method, which is to
rotate one plane to coincide with the other around the intersecting line of the two
planes, and generate the actual position of the vehicle with the 3-dimensional trans-
form theory.

Coplanar rotation for LPS with one traffic light
For LPS with one traffic light, referring to Fig. 5.5, set the relative position of the traffic
light T1 as (x, y, z) in the coordinate system XYZO. The tilt angles of planes determined by
the traffic light T1 and photodiode positions A1, A2 at time t1, and by the traffic light T1
and photodiode positions B1, B2 at time t2, are α1 ¼ tan�1 z

y and α2 ¼ tan�1 z
y�Δy, respec-

tively. As shown in Fig. 5.5, rotating the plane T1B1B2 to coincide with the plane T1A1A2

around the intersecting lineMN, we can get the corresponding points B0
1 and B0

2 in plane
T1A1A2 with respect to B1 and B2. According to the 3-dimensional transform theory, the
positions of the corresponding points B0

1 and B0
2 in the coordinate system XYZO are

given by

ðx0B1; y0B1; z0B1; 1Þ ¼ ð�c;Δy; 0; 1Þ � T � RxðΔαÞ � T�1; ð5:25Þ

Z ′

X ′

O ′

–Y ′ A1

α1

α2

A2
O

X
Y

Z

T1 NM

B2B1

T ′2

B ′2B ′1

Figure 5.5 Non-coplanar LPS with one traffic light.
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ðx0B2; y0B2; z0B2; 1Þ ¼ ðc;Δy; 0; 1Þ � T � RxðΔαÞ � T�1; ð5:26Þ

where

T ¼

1 0 0 0

0 1 0 0

0 0 1 0

0 �y �z 1

2
6664

3
7775; and RxðΔαÞ ¼

1 0 0 0

0 cosΔα sinΔα 0

0 �sinΔα cosΔα 0

0 0 0 1

2
6664

3
7775; ð5:27Þ

are the translation matrix and rotation matrix, respectively, T −1 is the inverse matrix of T
and Δα = α2 – α1 is the rotation angle. Note that here we only rotate the coordinate on the y
and z-axes clockwise, such that the rotation via angle Δα is added on the y and z
coordinates. The rotation angle can be found from α1 and α2. We have that

sin α1 ¼ zffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ y2

p ; cos α1 ¼ yffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ y2

p ;

sin α2 ¼ zffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðy� ΔyÞ2

q ; cos α2 ¼ y� Δyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðy� ΔyÞ2

q ;
ð5:28Þ

from which we can derive the values of sinΔα and cosΔα. More specifically, we have that

cos Δα = cos (α2 − α1) = cos α2 cos α1 + sin α2 sin α1,
sin Δα = sin (α2 − α1) = sin α2 cos α1 − cos α2 sin α1, (5.29)

based on results, Rx(Δα), obtained.

When the height H of the traffic light and the height h of the photodiodes are known,
we can obtain z = H − h. And the TDoA of the mapped traffic light T 0

2 to the two
photodiodes is

a02 ¼ 1

2
ðjjðx; y; zÞ � ðx0B1; y0B1; z0B1Þjj � jjðx; y; zÞ � ðx0B2; y0B2; z0B2ÞjjÞ: ð5:30Þ

Then, (5.18) and (5.19) can be written as

jðx; y; zÞ � ð0; 0;�cÞj jj ¼ e1 x� � a1
e1

� �� 
; ð5:31Þ

jðx; y; zÞ � ðx0B1; y0B1; z0B1Þj jj ¼ e02 x� � a02
e02

� �� 
; ð5:32Þ

where e02 ¼ c
a02

is the eccentricity of the new hyperbola determined by the traffic light T1
and the two mapped photodiode positions B0

1 and B0
2. Combined with the constraints

given in Section 5.3.1, we can determine the actual relative position of the traffic light and
then the absolute position of the vehicle as (X0 − x,Y0 − y).
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Coplanar rotation for LPS with two traffic lights
Similarly to the LPS with one traffic light, for the LPS with two traffic lights shown in
Fig. 5.6, rotating the plane T2A1A2 to coincide with the plane T1A1A2 around the
intersecting line OX, we can get the corresponding points T 0

2 in plane T1A1A2 with
respect to T2. The relative positions of the traffic lights T1 and T2 are (x1, y1, h1) and
(x2, y2, h2) in the coordinate system XYZO, and absolute positions are (X1, Y1, H1) and
(X2, Y2, H2) , respectively. According to the 3-dimensional transform theory, the relative
and absolute positions of the corresponding point T 0

2 are given by

ðx02; y02; h02; 1Þ ¼ ðx2; y2; h2; 1Þ � RxðΔαÞ; ð5:33Þ

ðX 0
2;Y

0
2;H

0
2Þ ¼ ðX2; Y2;H2Þ � ðx2 � x

0
2; y2 � y

0
2; h2 � h

0
2Þ; ð5:34Þ

and the TDoA of the mapped traffic light T 0
2 to the two photodiodes A1, A2 is

a02 ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx0

2 þ cÞ2 þ ðy0
2Þ2 þ ðh0

2Þ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx0

2 � cÞ2 þ ðy0
2Þ2 þ ðh0

2Þ2
q� 

: ð5:35Þ

Then, (5.20)–(5.23) can be rewritten as

jðx1; y1; h1Þ � ð�c; 0; 0Þj jj ¼ e1 x1 � � a1
e1

� �� 
; ð5:36Þ

jjðx02; y
0
2; h

0
2Þ � ð�c; 0; 0Þjj ¼ e02 x02 � � a02

e02

� �� 
; ð5:37Þ
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Figure 5.6 Non-coplanar LPS with two traffic lights.
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jjðx1; y1; h1Þ � ðx0
2; y

0
2; h

0
2Þjj ¼ jjðX1; Y1;H1Þ � ðX 0

2;Y
0
2;H

0
2Þjj; ð5:38Þ

x1 � x
0
2

X1 � X
0
2

¼ y1 � y
0
2

Y1 � Y
0
2

¼ h1 � h
0
2

H1 � H
0
2

; ð5:39Þ

where e02 ¼ c
a02

is the eccentricity of the new hyperbola determined by the mapped traffic
light T 0

2 and the two photodiodes. Combined with the constraints given in Section 5.3.1,
we can generate the actual relative position of the traffic light and then the absolute
position of the vehicle as (X1 – x1, Y1 – y1) or ðX 0

2 � x
0
2;Y

0
2 � y

0
2Þ.

5.3.3 Numerical results

In this section, we evaluate the performance of the above LPS methods, both with and
without coplanar rotation. We adopt the following estimation bias, namely the mean
positioning error as performance metric:

Bias ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Bias2X þ Bias2Y

q
; ð5:40Þ

where BiasX and BiasY are the LPS bias errors in the X-axis and Y-axis, respectively.
Assuming that the light signal propagates in an ideal noise-free VLC link and the light
signal is well synchronized, there would be no error introduced in the absolute position
information obtained on the traffic light source and the TDoA of the light signal from the
traffic light to the two photodiodes. The traffic light T1 for vehicles and the traffic light T2
for pedestrians on a crossing are located 3 m left and 1 m right of the center of a vehicle in
the X-axis, respectively. The two photodiodes are mounted on the front of the vehicle with a
2 m separation, and the middle point of the two photodiode positions is treated as the
position of the vehicle. The vehicle moves towards the traffic light on a flat road and records
the TDoA of the light signal to the two photodiodes every 0.1 s. The heights of the traffic
lights T1 and T2 and photodiodes and some other basic parameters are given in Table 5.1.

Figure 5.7 shows the LPS bias error performance with one traffic light against the
distance from the traffic light to the vehicle in the Y-axis. The LPS bias without coplanar
rotation grows significantly when the distance from the traffic light to the vehicle in the Y-
axis is reduced, especially when the distance is less than 20 m. The positioning bias gets

Table 5.1 Basic parameters.

Symbol Quantity Value

H1 Height of traffic light T1 6 m
H2 Height of traffic light T2 4 m
h Height of photodiodes 1 m
D Separation of two photodiodes 2 m
t2 − t1 Recorded time duration 0.1 s
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bigger when the vehicle speeds up from 10 m/s to 30 m/s, and there are still 0.50 m and
0.52 m positioning errors with 10 m/s and 30 m/s even when the distance is up to 50
meters. But there is no positioning bias with coplanar rotation as no error is introduced in
the measurement as assumed.
Now suppose the two traffic lights T1 and T2 are the same distance from the vehicle in

the Y-axis. Figure 5.8 shows the bias performance of the LPS with two traffic lights
against the distance from the traffic light to the vehicle in the Y-axis. The positioning bias
of the LPS without coplanar rotation increases dramatically when the distance is reduced.
The bias error, reduced to 0.4 m for the distance of 50 m, growsmore slowly than the LPS
with one traffic light while the distance decreases. It becomes 3.4 m when the distance of
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Figure 5.7 Bias performance of LPS with one traffic light.
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Figure 5.8 Bias performance of LPS with two traffic lights.
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the traffic light to the vehicle on the Y-axis is 5 m, where the bias error is 5.9 m and 8.1 m
for LPSwith one traffic light at speeds of 10m/s and 30m/s, respectively. Also there is no
bias introduced for the LPS with coplanar rotation.

5.4 Summary

This chapter first presents an indoor LPS model using white LEDs and a camera, and the
corresponding optimal linear combination for an unbiased estimate of the camera
position that achieves the CRLB. Then it presents a traffic light and photodiode based
LPS model for vehicle positioning. The position of a vehicle can be determined based on
the received position information of the traffic light and the TDoA of the light signal to
the two photodiodes mounted in the front of the vehicle. Methods for LPS with one and
two traffic lights are both presented. When the non-coplanar effect is introduced, the
vehicle positioning methods are improved by coplanar rotation.

This chapter considers indoor and outdoor positioning using visible light. A basic
assumption here is the line-of-sight link from the visible light source, without any optical
wireless communication link error. Positioning based on optical wireless multipath
received signals, especially in the scenario of indoor positioning with wall reflection or
outdoor positioning with joint surrounding object reflection and vehicle movement,
remains a subject for future research.
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6 The standard for visible
light communication
Kang Tae-Gyu

6.1 Scope of VLC standard

Visible light communication VLC has the advantage that the emitting source of wire-
less communication uses LED light [1]. The standard for illumination has been
developed covering connections between lamp and electronic power in terms of
electric safety, as set out in IEC TC 34. The standard for visible light communication
needs a number of protocols between the sending party and the receiving party, as given
in PLASA E1.45 [2] and IEEE 802.15.7 [3]; as well as dealing with electric safety. We
have to consider compatibilities even though the VLC service area, illumination,
vendor, and standard are different.

6.1.1 VLC service area compatibility

Visible light communication services can be provided in different illumination space
areas [12]. The area could be a lighting space for a museum, shopping mall, hallway,
office, restaurant, etc. There are two VLC service styles. One is for a specific area,
such as a company or organisation defined location in which proprietary equipment
can be used. The other is a public area where in order to communicate the equipment
must be compatible with communications standards. When we design for a specific
area, we do not need any standard for VLC. Design of a specific VLC can be
done easily without any constraints or limitations because the design is based on
proprietory technology and not on a defined standard such as (4) in Fig. 6.1. This
specific style VLC has the advantage of fast, cheap deployment at the first opening
stage, but has the disadvantage of lacking VLC service area compatibility such as (2),
(5), (6) in Fig. 6.1.
We need standards to ensure VLC service area compatibility for any kind of service

area such as (1) and (3) in Fig. 6.1. The international standards are IEEE 802.15.7 [7] and
PLASA E1.45 [11]. The domestic or national standards consist of three documents in
Japan [8] and 18 documents in Korea [9].



6.1.2 VLC illumination compatibility

There are various LED illumination power capabilities, fixtures, and colors; their capa-
bilities and their shapes vary according to their intended usage. Although there is a wide
range of LED illumination systems, the visible light communication standard has to be
applicable to all kinds of LED system.

We need to know the LED illumination standards in IECTC 34, so as to go on to develop
new standards, including those for VLC components in LED illumination, see Fig. 6.2.
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Figure 6.1 Example of VLC service area compatibility.
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Figure 6.2 VLC illumination compatibility.

108 Kang Tae-Gyu



6.1.3 VLC vendor compatibility

There are many LED illumination vendors, who can introduce and withdraw LED
illumination products freely. Illumination and receiving terminals may cease to function
or reach the end of their operational life span. The VLC standard has to support VLC
vendor compatibility. We can choose LED illumination and receiving terminals trans-
parently without selecting specific vendors or products. We can replace at any time, any
product, any manufacturer, and any vendor such as (1) and (2) in Fig. 6.3. In case (3) in
the figure, there is a problem due to lack of vendor compatibility.
In order to achieve VLC vendor compatibility, we need a standard with inter-operable

profiles. If we cannot buy a suitable product with VLC compatibility, we have to choose
re-installation of illumination and replace the receiving terminal or abandon the VLC
service and install only illumination lighting. We cannot abandon the lighting function,
which is mandatory in our lives.

6.1.4 Standard compatibility

There are several standards relating to visible light communication: IEEE 802.15.7 VLC
PHY/MAC; IEC TC 34 LED illumination; PLASA E1.45 DMX-512AVLC; and LED
lighting source Zhaga engine [10]. IEEE 802.15.7 VLC PHY/MAC, issued in 2011,
covers VLC PHY interior LED illumination and VLC PHY receivers, see Fig. 6.4.
The IEC TC 34 LED illumination intelligent system lighting (ISL) ad hoc Working

Group is developing standards for digital functional components including visible light
communication. PLASA E1.45 DMX-512A VLC issued in 2013 covers visible light
communication data, and wired transfer between LED illumination and a control
server. Zhaga engine applies to LED lighting sources for illumination. LED lighting
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Figure 6.3 VLC vendor compatibility.
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on and off switching can be controlled using wireless networks: ZigBee, IrDA,
Bluetooth, and WiFi.

International or domestic standard specifications can be developed concurrently by
many standard organizations or working groups, who can share their standards’ activities
and draft specifications via exchanging documents. This should ensure standard compat-
ibility. A new standard specification might upgrade or “version up” a previous one, and
must be written to ensure forward and backward standard compatibility. The result is
consistent principles for developers and end users and avoidance of confusion.

6.2 VLC modulation standard

IEEE 802.15.7 VLC has three different PHY (physical layers) that depend on the
application: PHY I, PHY II, and PHY III. PHY I is intended for outdoor use with low
data rate applications [4–6]. This mode uses on-off keying (OOK) and variable pulse
position modulation (VPPM) with data rates in the tens to hundreds of kb/s. PHY II is
intended for indoor use with moderate data rate applications. This mode uses OOK and
VPPMwith data rates in the tens ofMb/s. PHY III is intended for applications using color
shift keying (CSK) that have multiple light sources and detectors with data rates in the
tens of Mb/s.

6.2.1 Variable pulse position modulation VPPM

VLC needs a modulation strategy that is compatible with dimming control of illumina-
tion. One example of such a strategy is variable pulse position modulation (VPPM).
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Figure 6.4 Visible light communication standard compatibility.
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VPPM is a modulation scheme that is compatible with dimming control that varies the
duty cycle or pulse width to achieve dimming, as opposed to amplitude control.
VPPM combines 2-PPMwith PWM for a dimming control. Bits “1” and “0” in VPPM

are distinguished by the position of a pulse, whereas the width of the pulse is determined
by the dimming ratio. The principles of VPPM are illustrated in Fig. 6.5.

6.2.2 Line coding

The 4B6B line code expands each block of four bits into an encoded block of six bits with
DC balance. This means there will always be precisely three zeros and three ones in each
block of six encoded bits.

6.3 VLC data transmission standard

There are two types of visible light communication data transmission. One is fixed data,
and the other is changeable data within lighting for visible light communication. The
changeable data can be changed in accordance with wired transmission protocols and
wireless transmission protocols.

6.3.1 Wired transmission protocol

There are two kinds of candidate wired visible light communication data transmission
protocol: PLASA E1.45 DMX-512A VLC; and IEC 62386 DALI VLC (Table 6.1).
PLASA is a trade association for Professional Lighting and Sound with a technical
standards program.
PLASA E1.45 DMX-512A VLC was issued in 2013 to allow communication of

802 data to luminaires over an ANSI E1.11 DMX512-A data link for data trans-
mission from those luminaires using visible light communication, IEEE 802.15.7.
ANSI E1.11, revised in 2008, describes a method of digital data transmission for
control of lighting equipment and accessories, including dimmers, color-changers,
and related equipment. DMX512-A can be used for outdoor media façade LED
lighting [13].

2-PPM

0 1 1 0 0 PWM

a

b+

Figure 6.5 Principle of variable pulse position modulation VPPM.
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IEC TC 34 62386 DALI is one of the candidate protocols for visible light communi-
cation transmission data. The International Electro-technical Commission (IEC) is the
world organization that prepares and publishes international standards for all electrical,
electronic and related technologies [12]. IEC 62386 digital addressable lighting interface
(DALI) specifies a protocol for control by digital signals of electronic lighting equip-
ment. DALI can be used for indoor lighting dimming control.

6.3.2 Wireless transmission protocol

There are complementary protocols for wireless transmission: ZigBee, IrDA, Bluetooth,
and wireless LAN. Visible light communication needs additional wireless communica-
tion skills due to its unidirectional communication principles.

ZigBee, defined in IEEE 802.15.4, is used in applications that require only a low data
rate, long battery life, and secure networking with 250 kbit/s transfer rate. ZigBee can be
used for wireless light switches including dimming controls.

6.4 VLC illumination standard

The advantage of visible light communication technology is its usage of LED illumina-
tion without any other transmission media, so we need to apply traditional illumination
standards. TC 34 prepares international standards for lamps and other related equipment,
and was established in 1948.

6.4.1 LED lighting source interface

The international Zhaga Consortium is developing interface specifications that enable
interchangeability of LED light sources made by different manufacturers. The Zhaga
specifications known as books, describe the interfaces between LED luminaires and LED
light engines. This will accelerate the adoption of LED lighting solutions in themarketplace.

Eight books of specifications cover the technology as follows: 1 overview, 2, 5, 6, 8
socketable drum-shaped LED sources, 3 circular LEDmodules, 4 and 7 rectangular LED
modules according to shape of luminaire.

Table 6.1 Wired transmission protocol for visible light communication.

Standard specification Organization Functions

E1.45 DMX-512AVLC PLASA DMX512-A data link for data transmission from
those luminaires using visible light communication,
IEEE 802.15.7

IEC 62386 DALI IEC TC 34 A protocol for control by digital signals
of electronic lighting equipment
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Visible light communication uses LED light, but the Zhaga LEDmodule has not yet been
considered as visible light communication.Whenwe develop a visible light communication
PHYand an application service, we have to consider Zhaga LED module specifications.

6.4.2 Fixture interface

International Electro-technical Commission Technical Committee TC 34 has been devel-
oping international standards regarding specifications for lamps including LEDs, lamp
caps and holders, lamp control gear, luminaires, and miscellaneous related equipment not
covered by projects of other technical committees.
Visible light communication can be one of a luminaire’s functions. IEC TC 34 has not

yet developed any specifications for visible light communication. They are needed to
specify how to merge lighting itself and wireless communication using light.

6.4.3 LED intelligent system lighting interface

The IEC TC 34 intelligent system lighting ad hoc Working Group had a first face-to-face
meeting in January 2014. Its remit is new creative convergence technology between the
traditional lighting industry and information and communications technology (ICT). The
function of LED lighting has introduced use of ICTs such as wireless communication,
wired communication, and visible light communications, see Fig. 6.6. Wireless commu-
nication technologies can be adapted using ZigBee, Bluetooth, IrDA, and wireless LAN
according to application specific requirements.
Visible light communication requires development of co-operative luminaire func-

tions and other information technology such as wireless communication and wired
communication.

Sensor
interface

Heat sink
interface

Power
interface

System light engine

Wireless
interface

Wired
interface

Location
interface

Processor/
driving

Wireless control module interface
•  Zigbee:IEEE 802.15.3/4, zigbee alliance http://www.zigbee.org/
•  Bluetooth: IEEE 802.15.1
•  Wireless LAN: IEEE 802.11 a/b/g, Wi-Fi

Location information module interface
-  Visible light communication: IEEE 802.15.7
-  E1.45 DMX-512-A VLC

Wired control module interface
•  DALI: IEC TC 34 62386
•  DMX 512-A: PLASA
•  Ethernet: IEEE 802.3, IETF
•  RS485

Figure 6.6 LED system light engine with visible light communication.

VLC illumination standard 113



6.4.4 VLC service standard

We can find service standard activities for visible light communication in IEEE 802.15.7,
IEC TC 34, PLASA CPWG, TTAVLC WG, VLCC, and ITU-T SG 16.

The book Advanced Optical Wireless Communication Chapter 14 [1] names as visible
light communication applications: VLC guidance systems, VLC color imaginable sys-
tems, VLC indoor navigator, and VLC automobile driving support systems.

AVLC guidance system uses lamps that illuminate a yard, national border, or facility,
for guidance as well as for protection from outside attacks. The lamps have an identi-
fication number (VLC ID or LED ID) and guidance information. AVLC color imagin-
able system uses color lamps for color information itself, whether from instinct or
education. A VLC indoor navigator uses lamps with visible light communication for
indoor sales area navigation in locations where GPS is not supported. AVLC automobile
driving support system uses lamps including headlights, fog lights, turn signals, and
brake lights for safe driving.

The VLCWorking Group (WG4021) in TTA started inMay 2007. VLCWG developed
TTA 5VLC standard specifications in 2008, covering: Basic Configurations of Transmitter
PHY for Visible Light Communication, Basic Configurations of Receiver PHY for Visible
Light Communication, Basic Configuration of LED Interface for Illumination and Visible
Light Communication, Basic Configuration of Light Location Information Service Model
using Visible Light Communication, and Basic Configuration of Lighting Identification for
Visible Light Communication.

VLC WG developed TTA 23 VLC and LED control related standard drafts in 2013.
The 18 specifications are focused on the ways to combine visible light communication
and illumination technologies.

Visible light communication can deliver creative services, but relevant standard
specifications have not yet been developed. However, the VLC PHY specification in
IEEE 802.15.7, and VLC data wired transmission specification in PLASA E1.45 are
available. Opening of the visible light communications market requires service standard
specifications. These will provide guidance for users from the viewpoint of application
service function development.
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7 Synchronization issues in visible
light communication
Shlomi Arnon

In the preceding chapters, many facets of VLC have been outlined demonstrating the
promising features of this emerging illumination and communication technology. It is
anticipated that VLC will become a familiar facility in the office, on the road (V2V
communications) and even in toys (Disney Research). The broad range of VLC appli-
cations is driving an exponential rise in the required data rate, while the semiconductor
industry is keeping pace in developing light sources that could provide the necessary high
data rate. The high data rate VLC paradigm opens up new opportunities for modulation
methods that are being developed to meet the particular requirements of simultaneous
illumination and communication. Demodulation of the signal and, hence, extraction of
the transmitted information require stringent synchronization. In this chapter, we present
four VLC modulation methods: on off keying (OOK), pulse position modulation (PPM),
inverse pulse position modulation (IPPM), and variable pulse position modulation
(VPPM), and develop expressions that describe the bit error rates (BER) for each method.
We provide examples for the effect of clock time shift and jitter on the system BER
performance for the inverse pulse position modulation (IPPM) method.

7.1 Introduction

The many different applications of VLC systems, such as V2V [1–5], short range
communication for toys [6–8] and high data rate indoor implementations [7–13] have
been elaborated upon in the preceding chapters. While the underlying VLC principle is
simple – an electrical signal from the transmitter is converted to a modulated optical
signal by the light source and carried by the illuminating light to the receiver, different
modulation methods that encapsulate the information within the illumination light are
possible. The common modulation methods can be divided into three families [11, 13,
14], based on a) illumination color e.g. color shift keying (CSK), b) many subcarriers
e.g. discrete multitone (DMT) or orthogonal frequency division multiplexing (OFDM),
and c) intensity measured in the time domain, including on off keying (OOK), pulse
position modulation (PPM), inverse PPM (IPPM) and variable pulse position modulation
(VPPM). These methods make it possible to use the illumination light as a tool to carry

Parts of this chapter are based on the article by Shlomi Arnon, “The effect of clock jitter in visible light
communication applications,” Journal of Lightwave Technology, 30, (21), 3434–3439, 2012



information in a relatively straightforward way. However, the performance of time
domain modulation methods is extremely sensitive to time synchronization and clock
jitter. In this chapter, we explain the four different time domain modulation methods
mentioned above and develop expressions for the BER that can be achieved. The
remainder of this chapter expands on the effect of time synchronization on the perform-
ance of one of these methods (IPPM).

7.2 VLC modulation methods in the time domain

In this section we describe in more detail four different modulation methods that
encapsulate information in the time domain in the context of VLC. The main
difference between the conventional communication scenarios and VLC is the
requirement to maintain adequate communication performance alongside the neces-
sity to dim the light intensity. We now review a) OOK, b) PPM, c) IPPM, and d)
VPPM.

7.2.1 On off keying (OOK)

On off keying (OOK) is a form of binary signal modulation in which a bit is encoded by
transmitting optical power for T seconds if the information is “1,” whereas when the
information is “0,” no optical power is transmitted in the T-second time-slot [13].
Dimming of the light is implemented by reducing the transmitted pulse power in
accordance with the required percentage dimming (Fig. 7.1).
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Figure 7.1 OOK with different dimming percentages, where the encoded information is “1 0 1 1.”
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7.2.2 Pulse position modulation (PPM)

Pulse position modulation (PPM) [13, 14, 15] is a form of signal modulation in which
M message bits are encoded by transmitting a pulse for the duration of TC =T/2M

seconds in one of the 2M possible time-shifts within a time-slot of T seconds, which
is the symbol duration. This scheme is repeated every T seconds, so that the trans-
mitted bit rate is M/T bits per second. Dimming of the light is implemented by
reducing the transmitted pulse power in accordance with the required percentage of
dimming (Fig. 7.2).

7.2.3 Inverse pulse position modulation (IPPM)

Inverse pulse position modulation (IPPM) [16] is a form of signal modulation in which
M message bits are encoded by transmitting power for T seconds, except for a “hole” in
one of the 2M possible time-shifts. The duration of the “hole” is TC =T/2

M. This scheme is
repeated every T seconds, so that the transmitted bit rate isM/T bits per second. Dimming
of the light is implemented by reducing the transmitted pulse power in accordance with
the required percentage dimming (Fig. 7.3).

7.2.4 Variable pulse position modulation (VPPM)

Variable pulse position modulation (VPPM) is a form of signal modulation in which
the message bit is encoded by transmitting a pulse at the beginning of the symbol for
“0” and at the end of the symbol for “1” [11, 14, 17]. The duration of the pulse is
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Figure 7.2 Pulse position modulation (PPM) with different dimming percentages, where the encoded
information is “00 10 10 11.”
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determined in accordance with the percentage of required illumination (dimming).
The main advantage of this method is that the communication is not affected by a
change of the amount of dimming, as long as there is some illumination. This scheme
is repeated every T seconds, so that the transmitted bit rate is 1/T bits per second
(Fig. 7.4).
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Figure 7.3 Inverse pulse position modulation (IPPM) with different dimming percentages, where the encoded
information is “00 10 10 11.”
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Figure 7.4 Variable pulse position modulation (VPPM) with different dimming percentages, where the
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7.3 Bit error rate calculation

In this section we derive expressions for the achievable bit error rate (BER) with the four
modulation methods presented above – OOK, PPM, IPPM, and VPPM.

7.3.1 OOK BER

OOK is a form of binary signal intensity modulation, which can be implemented with
direct detection receivers in which the optical power is converted to electronic signals
by a photodetector. The conversion ratio is described by the detector’s responsivity,
R. We denote the resultant electrical signals, prior to decision-making, by y. The
receiver integrates the received signals and the decision whether a 1 or a 0 was
transmitted is made according to a given algorithm criterion. We assume that the
electronic noise, together with background noise, is the dominant noise source and it
is modeled by additive white Gaussian noise that is statistically independent between
time-slots. The noise has zero mean and covariance of σ21 and σ20 for signals 1 and 0,
respectively. After integration, the signals are described by the following conditional
densities:

Pðyj“1”Þ ¼ 1ffiffiffiffiffi
2π

p
σ1

e
�
ðy� μ1Þ2

2σ21 ð7:1Þ

and

Pðyj“0”Þ ¼ 1ffiffiffiffiffi
2π

p
σ0

e
�
ðy � μ0Þ2

2σ20 : ð7:2Þ

In the next section, synchronization jitter and offset are analyzed; therefore we now
rearrange the expression for the signal and noise so that the bit/symbol duration, T, is
part of the signal. The signal is described by the square root of the energy, so that
μ1 = ηDimming R P1T

0.5 and σ2
1 = σ2TH + 2qηDimming RP1 are the received optical signal

and the accompanying receiver noise standard deviation, respectively. μ0 = 0 and
σ2
0 = σ2TH are the received optical signal and the receiver noise standard deviation

when no power is received, respectively, P1 is the optical power, σ2TH includes the
effects of thermal noise and of background shot noise and ηDimming is the illumination
dimming factor 0 < ηDimming ≤ 1.

The decision algorithm in this case is based on the maximum a-posteriori probability
(MAP) criterion, which maps the received signal according to the following:

ŝ ¼ MAX
s

PðyjsÞPðsÞ
PðyÞ

� �
; ð7:3Þ
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where P(y|s) is the conditional probability that if a bit s is transmitted (taking one of two
values, 1 or 0), a y will be received, P(s) is the a-priori probability that a 1 or a 0 is
transmitted and P(y) is the a-priori probability of y.
The denominator is identical for all signals and therefore does not affect the decision. In

communication systems, the probabilities of transmitting 1 and 0 bits are, in most cases,
equal, so we can simply invoke (7.3) and use the maximum likelihood (ML) estimator.
In that case, the likelihood function is given by

ΛðyÞ ¼ Pðy=onÞ
Pðy=off Þ

¼ σTHffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2TH þ 2qηDimmingRP1

q exp

�y2
1

2ðσ2TH þ 2qηDimmingRP1Þ �
1

2σ2TH

 !

þ yηDimming RP1

ffiffiffiffi
T

p

ðσ2TH þ 2qηDimmingRP1Þ

 !

� ðyηDimmingRP1

ffiffiffiffi
T

p Þ2
2ðσ2TH þ 2qηDimmingRP1Þ

0
BBBBBBBBBB@

1
CCCCCCCCCCA
:

ð7:4Þ

In the case where σ2TH>> 2qηDimming RP1, Eq. (7.4) could be simplified by taking the
natural logarithm, ln(x), of both sides of the equation, canceling common factors, and
rearranging. Due to the complexity of this expression, it is common to use an approx-
imation for the bit error probability (BER) given by

BER ≈
1

2
erfc

ηDimmingRP1

ffiffiffiffi
T

p
ffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2TH þ 2qηDimmingRP1

q
þ

ffiffiffiffiffiffiffiffi
σ2TH

p� �
0
B@

1
CA: ð7:5Þ

7.3.2 PPM BER

Pulse position modulation (PPM) is a form of signal intensity modulation which can be
implemented with direct detection receivers in which the optical power is converted to
electronic signals by a photodetector, as for OOK. The resultant electrical signals,
before a decision is made, are given by yi, where i ∈ {0 . . . 2M − 1}. The receiver
integrates the received signals in each of the 2M possible time-shifts. We assume that
the electronic noise, together with background noise, is the dominant noise source
when no optical signal is transmitted (0) and the signal shot noise, together with
electronic noise and background noise, is the dominant noise source otherwise. In
both cases the noise can be modeled by additive white Gaussian noise that is statisti-
cally independent between time-slots. The noise has zero mean and a covariance of σ21
and σ2

0i for 1 and 0, respectively. After integration, the signals yi, are described by the
following conditional densities:
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Pðy0j“1”Þ ¼ 1ffiffiffiffiffi
2π

p
σ1

e
�
ðy0 � μ1Þ2

2σ21 ð7:6Þ

and

Pðyij“0 ”Þ ¼ 1ffiffiffiffiffi
2π

p
σ0i

e
�
ðyi � μ0iÞ2

2σ20i i∈ 1 . . . 2M � 1
� �

; ð7:7Þ

where μ1 = ηDimming R P1TC
0.5 and σ21 = σ2TH +2qηDimming RP1 are the received optical

signal and the accompanying receiver noise standard deviation, respectively, for a trans-
mitted 1 and μ0i = 0 and σ20i = +σ2TH are the received optical signal and the receiver noise
standard deviation for a transmitted 0, respectively. R is the responsivity of the detector,
P1 is the optical power, σ

2
TH includes the effects of thermal noise and of background shot

noise and ηDimming is the illumination dimming factor 0 < ηDimming ≤1.
At the end of the integration period, the receiver makes a decision as to which slot

has the largest value by comparing the 2M integration results. The decision algorithm
calculates the indices of the minimum values of the signal vector, which is described
mathematically by the function [J,B] = max(A). This function finds the indices of the
maximum values of A and returns them in the output vector J, while B is the largest
element in A. A is given by A = [μ0. . .μ2M−1]. A practical implementation of the
decision algorithm could employ a comparator that finds the largest voltages from
2M slot measurements at the end of the symbol period. The calculation of the BER can
be done easily if we first calculate the probability of a correct decision. The correct
decision is calculated by examining the received signal amplitudes over a range from
minus infinity to infinity. For each value in this range we calculate the probability that
the received signal in the pulse slot will be larger than the value of the signal from all
other time-slots. Hence, 1 minus the calculated correct probability is the erroneous
probability. We also assume that all yi for i >1 are identical and independently
distributed (i.i.d) random processes, so they can be represented by an identical density

function such as PðyÞ ¼ 1ffiffiffiffi
2π

p
σ0i
e
�ðy�μ0iÞ2

2σ2
0i :

In that case the BER is given by

BER¼ 2M�1
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The term 2M−1/(2M − 1) is used to convert the symbol error rate to the bit error rate.

Employing the error function, defined as erf ðxÞ ¼ 2ffiffi
π

p
ðx
0
expð�t2Þdt, we obtain the

following BER expression:
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BER ¼ 2M�1

ð2M � 1Þ 1�
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�∞

1ffiffiffiffiffi
2π

p
σ1

e
�
ðx� μ1Þ2

2σ21 1þ erf
ðx� μ0iÞffiffiffi

2
p

σ0i

 ! !2M�1

dx

2
6664

3
7775

2
6664

3
7775:
ð7:9Þ

7.3.3 IPPM BER

IPPM is a form of signal intensity modulation, which can be implemented with direct
detection receivers in which the optical power is converted to electronic signals by a
photodetector, as for OOK and PPM. The resultant electrical signals, before a decision is
made, are given by yi where i ∈ {0 . . . 2M − 1}. The receiver integrates the received
signals in each of the 2M possible time-shifts. At the end of the integration period the
receiver makes a decision as to which slot has the smallest value by comparing the 2M

integration results. We assume that the electronic noise, together with background noise,
is the dominant noise source during the “hole” and the “signal” shot noise, together with
electronic noise and background noise, is the dominant noise source otherwise. In both
cases the noise can be modeled by additive white Gaussian noise that is statistically
independent between time-slots. The noise has zero mean and covariance of σ2i and σ20 for
a signal and a hole, respectively. After integration, the signals x, and yi are described by
the following conditional densities:

Pðy0j“hole”Þ ¼ 1ffiffiffiffiffi
2π

p
σ0

e
�
ðy0 � μ0Þ2

2σ20 ð7:10Þ

and

Pðyij“signal”Þ ¼ 1ffiffiffiffiffi
2π

p
σi
e
�
ðyi � μ1Þ2

2σ2i i ∈ 1 . . . 2M � 1
� �

; ð7:11Þ

where μi = ηDimming R P1T C
0.5 and σ2i = 2qηDimming RP1+σ

2
TH are the received optical

signal and the accompanying receiver noise standard deviation, respectively, and μ0 = 0
and σ20 = σ2TH are the received optical signal and the receiver noise standard deviation
when a hole is received, respectively. R is the responsivity of the detector, P1 is the optical
power, σ2TH includes the effects of thermal noise and of background shot noise, and
ηDimming is the illumination dimming factor 0 < ηDimming ≤1.
The decision algorithm calculates the indices of the minimum values of the signal

vector and is given mathematically by the function [J,B] = min(A). This function finds the
indices of the minimum values of A and returns them in the output vector J, while B is the
smallest element in A. A is given by A = [μ0. . .μ2M−1]. Practical implementation of the
decision algorithm could employ a comparator that finds the lowest voltages from 2M slot
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measurements at the end of the symbol period. The calculation of the BER can be done
easily if we first calculate the probability of a correct decision. The correct decision is
calculated by examining the received signal amplitudes over a range from minus infinity
to infinity. For each value in this range we calculate the probability that the received signal
in the hole slot will be smaller than the value of the signal from all other time-slots. Hence,
1 minus the calculated correct probability is the erroneous probability. We also assume
that all yi for i ∈ {1 . . . 2M−1} are i.i.d random processes so they can be represented by an

identical density function such as PðyÞ ¼ 1ffiffiffiffi
2π

p
σi
e
�ðy�μiÞ2

2σ2
i .

In that case the BER is given by

BER ¼ 2M�1
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The term 2M−1/(2M − 1) is used to convert the symbol error rate to the BER.

7.3.4 VPPM BER

VPPM is a form of binary signal intensity modulation, which can be seen to be a
combination of pulse width modulation (PWM), which is used to control the illumina-
tion, and PPM, which is used to carry communication information. As with OOK, PPM,
and IPPM, direct detection receivers in which the optical power is converted to electronic
signals by a photodetector are used. The resultant electrical signals, before a decision is
made, are given by y. The receiver integrates the received signals in the first slot and the
last slot of the symbol. At the end of the integration period the receiver decides which slot
has the largest value. We assume that the electronic noise, together with background
noise, is the dominant noise source when no power is transmitted, and the signal shot
noise, together with electronic noise and background noise, is the dominant noise source
otherwise. In both cases the noise can be modeled by additive white Gaussian noise that
is statistically independent between time-slots. The noise has zero mean and covariance
of σ2i and σ2

0 for signal and hole, respectively. After integration, the signals y, are
described by the following conditional densities:

Pðyj“Left slot”Þ ¼ 1ffiffiffiffiffi
2π

p
σL

e
�
ðy� μLÞ2

2σ2L ð7:13Þ

and

Pðyj“Right slot”Þ ¼ 1ffiffiffiffiffi
2π

p
σR

e
�
ðy � μRÞ2

2σ2R : ð7:14Þ
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When 1 is transmitted, μR = R PLT C
0.5, σR

2 = 2qRP1 + σ2TH, μL = 0 and σL
2 = σ2TH are the

received optical signal and the accompanying receiver noise standard deviation, respec-
tively, for the right and left slots. When 0 is transmitted μL = R PLT C

0.5, σL
2 = 2qRP1 + σ2TH,

μR = 0 and σR
2 = σ2TH are the received optical signal and the accompanying receiver noise

standard deviation, respectively, for the left and right slots. The BER is given by

BER ¼
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The above equation can be simplified, yielding

BER¼ 1�
ð∞
�∞
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7.4 The effect of synchronization time offset on IPPM BER

We now examine in depth the effect of clock synchronization in one of the four
modulation schemes introduced in the preceding sections. In order to define the required
performance of the clock we derive a mathematical model that describes the effect of
clock jitter on the performance of the BER model in (7.12). We follow similar assump-
tions to those outlined in [16, 18, 19] in order to derive the mathematical model of the
BER with clock jitter. The primary assumption in (7.12) is that the time-slot timing is
perfect and the decoder in the switch integrates the signals exactly over the T-second
interval that constitutes a symbol. If a time offset of Δ seconds occurs during a symbol
period, due to timing errors in synchronization, then the integration occurs over an offset
time interval. That is, the decoder starts and stops integration over a T-second interval that
is displaced by Δ seconds from that containing the actual symbol information. Assuming,
without loss of generality, a positive timing offset (0 < Δ < TC) and equiprobable time-
slots, the various effects on the integration statistics are summarized in Table 7.1 and
Fig. 7.5. As a result of the time displacement, only a portion of the true signal energy is
included in the signal integration, while some signal energy contributes to the integration
in the adjacent time-slot, causing inter-symbol interference (ISI) in the form of energy
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Table 7.1 Statistical parameters of the IPPM method with time offset. (Courtesy of IEEE, reprinted with permission from [16].)

Subsequent symbol
“hole” is located in

Transmitted symbol
location

Conditional densities’ parameters

N first time-slot of the “hole” (u) Slot μ σ2 Probability

I No 0<u< 2M − 1 “hole” μI1=R P1Δ
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2
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spillover. The effect of this interference depends upon the form of the adjacent time-slot,
i.e. whether it contains signal energy or not. The bit error probability for a positive timing
error, Δ, for each of the four cases is given in the four equations (7.17)–(7.20). The
parameters for each equation are given in Table 7.1.
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Figure 7.5 Four cases of a time offset of Δ seconds that can occur during a symbol period due to timing errors
in synchronization (courtesy of IEEE [16]).
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Averaging over all the possibilities given in Table 7.1, the average BER is given by

BERavgðεÞ ¼ ð2M � 1Þ2
22M

BERIðεÞ þ 2M � 1

22M
BERIIðεÞ þ 2M � 1

22M
BERIIIðεÞ

þ 1

22M
BERIVðεÞ: ð7:22Þ
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Figure 7.6 depicts the average BER as a function of ε, where ɛ is the percentage timing
error and is given by ɛ = Δ/TC. The IPPM order is 2M = 16 withM = 4. The results show a
relatively fast increase in BER (system performance degradation) as the offset ɛ is
increased. It is easy to see that, defining a BER equal to 10−6 as the acceptable limit,
the system performance is essentially ruined when ɛ is increased above 0.19, 0.22, 0.25,
and 0.275 for RP1TC

0.5/σTH values of 14, 16, 18, and 20, respectively.

7.4.1 The effect of clock jitter on IPPM BER

As we have seen in the previous section, it is crucial to synchronize the encoder to
the beginning of the symbol, as otherwise the system performance will severely
deteriorate. The common method of synchronizing communication systems is
based on synchronization circuits, such as a phased locked loop (PLL). A PLL
includes a voltage control oscillator (VCO) and a phase detector. However, as system
noise is part of any practical physical system, clock jitter is unavoidable. Therefore,
the error probability for the synchronized system is the expectation of Eq. (7.22) with
respect to the distribution of clock jitter. We assume that the clock jitter can be
modeled by a symmetrical distribution around zero; in that case, the expectation of
BERavg is given by:

E½BERavg� ¼ 2

ð∞
0

BERavgðΔÞf ðεÞdε; ð7:23Þ

100

10–2

10–4

10–6

10–8

B
E

R
av

g

10–10

10–12

10–14

10–16

0 0.1 0.2 0.3

ε
0.4 0.5

(RP1Tc
0.5)/σTH= 20

(RP1Tc
0.5)/σTH= 18

(RP1Tc
0.5)/σTH= 16

(RP1Tc
0.5)/σTH= 14

0.6

Figure 7.6 Average BER as a function of ɛ (courtesy of IEEE [16]).
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where f (x) is the probability density function of the clock jitter. The clock timing error
jitter is assumed to have a Gaussian distribution with zero mean and variance σ2CL:

f ðεÞ ¼ 1ffiffiffiffiffi
2π

p
σCL

e
�

ε2

2σ2CL : ð7:24Þ

Equation (7.23) was evaluated numerically and the resulting E[BERavg] is plotted in
Fig. 7.7 versus the clock jitter variance. The results show a severe degradation of receiver
performance with increasing timing error variance. It is easy to see that E[BERavg]
increases almost exponentially for a linear increase in σ2CL. It is important to emphasize
that E[BERavg] deteriorates for very small values of clock jitter variance due to the fact
that E[BERavg] is not a linear function.

Analyzing the simulation results under the assumption thatM = 4 and information data
rates are 38.4 Mbps [11], 96 Mbps [11] and 1 Gbps results in values of T = 26.04 nsec,
T = 10.04 nsec and T = 1 nsec, as well as TC = 6.5 nsec, TC = 2.6 nsec and TC = 250 psec,
respectively. In that case, for RP1TC

0.5/σTH = 20 and BER = 10−6, the σCL should be better
than 582 psec, 232 psec and 22 psec, respectively, for the given data rate, i.e. nearly 2
orders of magnitude lower than the symbol period, T.

7.5 Summary

In this chapter we have described modulation methods that can be used in VLC and
expanded on the issue of synchronization. The IPPM solution was examined and it was
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Figure 7.7 E[BERavg] versus the clock jitter variance (courtesy of IEEE [16]).
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demonstrated that proper clock function is critical in order to provide accurate synchro-
nization and to achieve the required BER.
The main objective in VLC design is to achieve enhanced lighting efficiency.

However, in many cases the efficiency decreases when the switching rate is increased.
In addition, the time response of phosphor-based lighting systems is quite slow. As a
result, the light source modulation speed is low and has a large, finite response time.
These factors limit the communication speed and contribute to inter-symbol interference
(ISI). With current technology, the modulation method format discussed does not offer
high data rate, but it is anticipated that a new generation of LEDs could address this
limitation and be modulated at very high speeds – up to 10 GHz [20, 21].
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8 DMT modulation for VLC
Klaus-Dieter Langer

8.1 Introduction

Optical free space communication using visible radiation, i.e. light, has been known for a
very long time. Some early examples are signaling using fire, the Heliograph using
sunlight, which is directed to the receiver by means of a mirror, or the Photophone
invented by Graham Bell (1880). Due to the outstanding success of radio technologies
and due to their intrinsic benefits, up to now optical free space communication has
remained a niche technology. One of such niche applications took advantage of the
immunity from interception, namely the so-called directed transmission for military aims
during World War 2 and later on. Different approaches such as optical wireless commu-
nication (OWC) using fluorescent tubes are also well recorded in the patent literature but
have never achieved a breakthrough.
A revival of this way of wireless communication has come about with the advent of

visible light LEDs of increasingly high optical power. While their application initially
was limited to signaling (e.g. telltale or warning light), at the turn of the millennium it
became apparent that in future lighting would be dominated by LEDs. Henceforth, there
has been growing interest in applications using LED-based OWC, or which combine the
functions of lighting and optical wireless data transmission. At the same time, the
common term Visible Light Communications (VLC) was coined for this kind of commu-
nication. The major reasons for the steadily rising interest in VLC are the lifetime and
improved optical power of white light LEDs particularly, and their progressive adoption,
as well as the simplicity of LED modulation via their driving current at a modulation
bandwidth in the lower MHz range, see e.g. [1–3]. Moreover, the proliferation of mobile
applications using radio frequencies has accentuated concerns about the adequate avail-
ability of radio-frequency bands and the limits of transmission capacity in current wire-
less networks, as well as the related data security issues. In this respect, VLC can offer an
additional option for local wireless data links where radio links are not desired or not
possible [4–6].
The building blocks of a generic VLC system are shown in Fig. 8.1. Regarding the

historical background of VLC and its use for transferring messages via schemes such as
the Morse code, it seems to be obvious and straightforward to apply plain on-off keying
(OOK). Indeed, simple experimental VLC systems use OOK realized by intensity
modulation (IM). At the receiving side, direct detection is applied using a photo-
detector for optoelectronic signal conversion. While image sensors can be used in
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Figure 8.1 Building blocks of a basic short-haul visible light transmission system.



low-speed systems (cf. [3]), high data rates call for a Si-PIN or avalanche photodiode
(APD) as the device for optical detection. In such configurations based on OOK and
white light LEDs intended for lighting, transmission speeds of e.g. 230 Mbit/s have
been achieved [7].
This chapter is focused on indoor applications of VLC, where LEDs are used as an

optical source for either (pure) high-speed data transmission or for lighting plus data
transmission at bit rates in the upper Mbit/s range (up to Gbit/s speed). Sample
applications of high-capacity indoor links are presented in the next section. Given
the modulation bandwidth offered by current LEDs, in contrast to the OOK case the
targeted data rates require advanced and highly spectrum efficient solutions for mod-
ulation, such as discrete multitone (DMT), which is addressed in this chapter. In fact,
the highest bit rates demonstrated so far in a single VLC channel use such modulation
schemes [8–11].
When considering VLC systems as mentioned before, the reach should be within the

range of several meters (say up to ~20 m). Depending on applications such as data
broadcast, video streaming or file transfer, either unidirectional or bidirectional links are
required in point-to-point (P-t-P) or point-to-multipoint (P-t-MP) configuration.
Additional requirements in the dual-use case of LEDs for lighting and data transmission
include illumination according to the well-established lighting standards and features
without restrictions, no flickering light, dimming, etc., cf. [12]. However, it has to be
mentioned that, for instance, the present version of the IEEE standard on VLC only
considers OOK, variable pulse position modulation (VPPM), and color shift keying
(CSK) as a special scheme with respect to multiple optical sources of different color,
while DMT is not yet included [13–15].
The chapter is structured in the following way. We continue with a brief discussion of

some typical indoor application scenarios, as they are of interest for the general public
and in industrial sectors. The next section is devoted to the relevant characteristics of
white light LEDs as the key VLC element. In addition, the optical wireless channel
capacity is addressed, as well as LED modulation for exploiting the capacity, and major
issues such as the effect of LED non-linearity.
The main part of this chapter presents the DMT modulation scheme and variants

thereof, including related signal processing as well as bit and power loading. Substantial
effects and consequences such as signal clipping, peak-to-average power ratio (PAPR)
and the influence of channel variation are detailed in this section. Subsequently, several
recently proposed improvements of the DMT modulation scheme are introduced and
various approaches are compared. On that basis, Section 8.6 examines important aspects
of system design, implementation issues, and demonstrations in step with actual practice.
A summary and an outlook are included at the end of this chapter.

8.2 Indoor application scenarios

VLC can be applied in quite different scenarios. In particular, when high data rates are
considered the type of link between transmitter (Tx) and receiver (Rx) is crucial.
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According to the mode of propagation of light, there are two generic types of indoor
optical wireless links. Firstly the directed link, which relies on a non-blocked line-of-
sight (LOS) between a highly directed Tx and a narrow field-of-view (FOV) Rx.
Secondly, the diffuse link, characterized by a wide-beam Tx and a large FOV Rx,
where the non-LOS light path relies on numerous signal reflections off the walls and
surfaces of objects present in the room [16].

LOS links experience minimal path loss, are rather free from multipath induced signal
distortion, and are able to diminish the influence of ambient light. As long as the LOS is
not blocked, the link performance only depends on the available power budget. Hence,
very high transmission rates are shown to be possible. On the other hand, LOS links
require alignment of transceivers and generically provide a very small coverage.

A diffuse link operates entirely without LOS, which results in an increased robustness
against shadowing and support of high user mobility within a large coverage area. Thus, a
diffuse link scenario enables P-t-MP communication and in general is most desirable
from the user’s point of view. This is why it evoked much interest from the research
community. However, diffuse links suffer from high optical path loss (i.e., they require
larger optical powers) and are seriously limited by inter-symbol interference (ISI)
because of multipath dispersion, which presents a major degradation factor at higher
transmission rates. Beside the power budget, the achievable transmission rate depends
also on room characteristics such as size, reflection coefficients of surfaces, etc. It should
be mentioned that the effects of multipath fading are negligible in OWC due to square-
law detection on a photodiode (PD) of huge size compared to the incoming signal
wavelength. This greatly simplifies the link design.

Many VLC applications call for combining the mobility of a diffuse link and the high-
speed capability of a LOS link. In order to benefit from the advantages of both connection
types, a non-directed LOS (NLOS) link is frequently considered as an alternative. In such
a link, LOS and diffuse signal components are simultaneously present at the Rx (assum-
ing a non-blocked LOS path). The equivalent channel response as shown in Fig. 8.2 is
characterized by high dynamics in both bandwidth and gain, depending above all, on the
LOS prominence. Consequently, the ratio of LOS and diffuse signal components at the
Rx, often described by the Rician K-factor, strongly influences achievable data rate,

Diffuse reflections

LOSh(t)

t

∆T
~ –1/τ

Figure 8.2 Channel impulse response h(t) as a superposition of the LOS and diffuse channel responses, where
ΔT indicates the delay between arrival of the LOS signal and the first reflection at the receiver; 1/τ is
the decay constant of the diffuse channel.
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impact of ISI, and ambient light, while the Tx-Rx alignment is relaxed and P-t-MP
communication is possible.
Table 8.1 summarizes important features of the basic Tx-Rx configurations in OWC.

Because in addition to the link type the lighting scenario may also vary while used for
VLC, a dynamic data rate adaptation appears necessary, as already proposed in [17]
and [18]. Such a feature would enable efficient use of the channel and its instantaneous
character, and thus would substantially contribute to making VLC links robust and
ready for various use cases. There are several approaches and options based on the
fundamental principles of high-speed VLC transmission, which are addressed in this
chapter. Thus, we will not dive deeper into the matter of dynamic data rate adaptation.
In the following, some illustrative VLC scenarios, mainly using high-speed trans-
mission, are discussed.
Pure wireless broadcast links could provide passenger information, etc., via the

general lighting, e.g. on underground stations (Fig. 8.3) or inside the metro cars, where
lights are always on anyway. Such indoor systems require unidirectional data transfer
(streaming), a few meters transmission reach and a wide FOV, which is inherently given
by lighting. The basic functionality of such an application is quite similar to the tradi-
tional and most commonly used optical wireless application (at very low speed, but using
infrared light), namely the remote control. However, today’s technology can provide very
high data rates up to the Gbit/s range.
Another example of VLC combined with general lighting, as shown in Fig. 8.4, is

also known as optical WiFi or Li-Fi (light fidelity). In wireless local area network
(WLAN) scenarios like this, the downlink is provided in the same way as above, while
the uplink from the laptop to an access point at the ceiling can be established, e.g. using
a LOS infrared (IR) link (see e.g. [19]). Such a system can offer bidirectional commu-
nication with wide FOV P-t-MP visible light downlinks at speeds in the range of
several Mbit/s or much more depending on the link conditions (LOS or diffuse), and IR
directed LOS P-t-P uplinks of a few Mbit/s, assuming both fair Tx-Rx alignment and
optical power [20].
Machine-to-machine communication is expected to be a further broad field of VLC

application, e.g. with respect to wireless exchange of high data volumes within small and
dense communication cells. It is also assumed that in industrial environments there may
be harsh electromagnetic conditions going along with the highest demands on security

Table 8.1 Comparison of commonly present link configurations for optical wireless indoor systems.

Link type Directed LOS Non-directed LOS Diffuse

Link rate highest high moderate
Beam pointing yes coarse no
Beam blocking yes relaxed no
User mobility low medium high
Dispersion (multipath) none medium high
Path loss low extended high
Impact of ambient noise low medium high

Indoor application scenarios 137



Figure 8.3 Broadcast of multimedia passenger information by visible light on an underground station.

Figure 8.4 Optical wireless LAN scenario where the downlink is provided by VLC while the uplink is
realized, for example, by infrared light.
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and reliability making it difficult or even impossible to use radio-frequency systems.
VLC directed LOS links on the other hand could provide suitable high-speed bidirec-
tional links. As an example, Fig. 8.5 illustrates a scenario where performance tests of
products under assembly happen while the units are moving on a conveyor, and data
exchange with an assessing central server is required at the same time.

8.3 Aspects of high-speed VLC transmission

In particular, when combined with lighting, key enablers for VLC are that the LEDs do
not flicker, that only a minimum of extra power is needed, that VLC works at the
commonly used brightness levels, and that well-established functions of lighting such
as dimming are possible without reservation [13, 14, 21]. These aspects are addressed in
Section 8.6.1. From the transmission technology point of view, the LED modulation
bandwidth is just as crucial as the wireless channel capacity and how to exploit it
efficiently. These subjects will be discussed in the subsequent sections.

Figure 8.5 Bidirectional VLC applied in a production line, e.g. in order to trigger the device under assembly
for performance tests and to receive the results during shift on the conveyor.
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8.3.1 LED modulation bandwidth

White light LEDs, as key VLC elements, are manufactured by appropriately adding the
light of three or four colored emitters, i.e. red, green and blue (RGB, trichromatic) or red,
yellow, green and blue (RYGB, tetrachromatic) LED devices, respectively. As an alter-
native, a single blue emitter chip coated with a yellowish phosphor layer (YB, dichro-
matic) is used. The RGB and RYGB white light sources provide the desired spectral
output, but are hardware-intensive as multiple LEDs are required. In addition, they tend
to render pastel colors unnaturally, a fact which is largely responsible for the poor color-
rendering index of RGBwhite light. As a result, the YB-LEDs are currently the device of
choice for illumination, and thus also for low-cost VLC.

While typical RGB and RYGB LEDs created for lighting purposes offer a 3 dB
modulation bandwidth of some ten MHz, the bandwidth of YB-LEDs is much lower,
i.e. in the order of a few MHz, see e.g. [22, 23]. This is because of the slow temporal
response of the yellow phosphor layer. On the other hand, as explained in [24], a
bandwidth of several tens of MHz could be expected in the absence of the phosphor
layer. Accordingly, it is good practice to place a blue optical filter in front of the PD at
the Rx side in order to receive only the blue component of the light and to take
advantage of its larger modulation bandwidth [25]. This, however, comes along with
a lower power budget and signal-to-noise ratio (SNR), as the major portion of the
received light spectrum is filtered out [26]. Alternatively, equalization techniques can
be used to combat the influence of the phosphor layer [27, 28]. To cite an example, an
array of 16 YB-LEDs was modified in that way to have a bandwidth of 25MHz without
blue filtering [29].

Regarding the LED modulation bandwidth, in a more general sense it is worth
mentioning that according to experimental studies the modulation bandwidth of white
light as well as of colored LEDs can be exploited far beyond the 3 dB drop. For instance,
in [30] a bandwidth of 100 MHz has been used for modulation, while the LED 3 dB
bandwidth was about 35 MHz.

Because, in addition to the commonly used (inorganic) LEDs in lighting systems,
organic LEDs (OLEDs) also become attractive for replacing large area luminous sources,
it should be noted that OLEDs are considered in VLC too. However, they offer an
inherently low modulation bandwidth in the range of about 100 kHz [31, 32], and thus
they are not in the scope of this chapter.

8.3.2 Channel capacity

As briefly discussed in the context of VLC applications above and summarized qual-
itatively in Table 8.1, the capacity of the optical wireless channel in a given indoor
scenario strongly depends on the presence of both LOS and diffuse signal components. A
useful means of describing the channel state by a single parameter is the Rician K-factor,
which is defined as the ratio of the (electrical) LOS and diffuse channel gain (loss), i.e. K
[dB] = 20 log(ηLOS / ηDIFF). Following the analysis in [33, 34], where an empty model
room and realistic parameters are assumed as an example, the frequency response is
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calculated and illustrated in Fig. 8.6 (a). The diagram shows the composite channel
frequency response magnitude obtained from the analytical model for several illustrative
K-factors. Clearly, the channel response highly depends on the LOS prominence
(described by the K-factor). Where the LOS is weak or blocked, the response is
approximately low-pass and the bandwidth is quite poor. As the LOS gets more pro-
nounced, the channel response varies until it becomes almost flat for sufficiently large K-
factors, rendering bandwidths up to an order of magnitude greater than in the diffuse case.
The notches in the channel characteristic are due to destructive interference of the two
frequency components. Assuming, e.g. a realistic working area hot-spot scenario, the K-
factor span of interest is about −20 to +25 dB.
The simplest way to obtain reliable connectivity under all channel conditions within

the coverage area of a given scenario is to realize a statically designed system, with
transmission parameters fixed according to the worst case. However, such a system
would not be able to benefit from the channel properties. In order to illustrate the
potential of the indoor optical wireless channel, the upper capacity bound in terms of
transmission rate for different channel states and two optical power limits (PO = 0.1 and
0.4 W) is presented in Fig. 8.6 (b). For comparison, the curves of a statically designed
system, aimed to guarantee a constant transmission performance in the whole area of
interest are also shown. From Fig. 8.6 (b) it becomes clear that it is extremely attractive
to exploit the channel capacity, in particular at growing K-factors, where the link
becomes more and more transparent. The gain (with respect to a worst-case design)
grows with the K-factor, and also by increasing the optical transmit power, where it
becomes significant even at decreasing values of K. The information rate also depends
on the electrical bandwidth, which may be limited by the LED as outlined above in
Section 8.3.1.
The calculations were made when the transmit power was allocated as best possible

to the subcarriers of a multiple subcarrier modulation (MSM) scheme. In doing so it is
also shown in [35] that optimum power allocation gives negligible advance when
the electrical bandwidth is limited to about 20 MHz, but offers more improvement at
higher bandwidths, particularly for low Tx powers under MSMmethods, which are the
focus of this chapter. The topic of Tx power dynamic range and its influence on the
information rate is analyzed in [36]. It is shown there that a Tx with a wide linear
dynamic range of 20 dB or more provides sufficient electrical power for OWC with
an optical transmit power close to the boundaries of the dynamic range, where the
LED appears to be off or powered close to its maximum. It is also shown there that
an average optical power sweep over 50% of the dynamic range can be
accommodated using an appropriate modulation scheme, if the information rate is
reduced by only ~10%.
In addition to the theoretical work discussed above, results of an experimental channel

characterization can be found for example in [37], where a VLC channel bandwidth of
63 MHz is reported for a certain room geometry.
The cited work and further results indicate that although the well-known Shannon

channel capacity formula for a band-limited, average power-limited additive white
Gaussian noise (AWGN) channel cannot be applied directly to the VLC channel, it can
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be adapted in many cases to find the limit of reliable OWC. As a conclusion, it is noted
that in non-diffuse situations the channel presents much more capacity than offered by
the LED, depending on the Rician K-factor. This calls for advanced spectrum efficient
LED modulation if high-speed communication is desired. In order to maximize the
system throughput, while reliable operation and full coverage are maintained, an OWC
system could be designed that is bandwidth- and rate-adaptive. Such an adaptive
system reduces the data rate under adverse channel conditions until a desired bit
error performance is attained. However, such a feature requires a reliable low-speed
feedback link for transferring the necessary channel state information from the Rx
to the Tx.

8.3.3 Considerations on high-speed LED modulation

With the aim of developing simple and low-cost VLC systems, it is an obvious step to
choose simple and well-known modulation formats such as OOK, pulse-width modu-
lation (PWM), orM-ary pulse-amplitude modulation (M-PAM), which can be applied in
a straightforward way using intensity modulation and direct detection. The literature
provides a lot of proposals and demonstrations on a low-speed level, but also some
examples where several 100 Mbit/s have been achieved using OOK, cf. for instance [7,
38]. However, if higher transmission speeds are needed, the abovementionedmodulation
schemes begin to suffer from the undesired effects of ISI due to the non-flat frequency
response of the optical wireless channel [15]. Hence, a more resilient and, in view of the
limited LED bandwidth, a more spectrum efficient technique such as MSM is required.
In the VLC transmission chain, the LED device is a major source of non-linear

distortion. This is due to a non-linear transfer function within the LED’s operating
range. As the significance of such behavior strongly depends on the modulation scheme
used, non-linearity aspects have been extensively studied in numerous papers, such as
[39–43]. The LED non-linearity is of particular importance if spectrally efficient MSM
modulation is applied in order to exploit the LED’s bandwidth. Using such modulation
schemes, which this chapter is focused on, the dynamic range and linearity of the emitter
device may severely limit the achievable performance [4]. In order to mitigate such
restrictions the selection of a proper modulation format is crucial [44], [45], while the
LED operating point has to be defined carefully [46], and signal clipping prior to
modulation has to be considered [47].
Beyond the non-linearity issue, further effects on the LED performance, such as LED

degradation due to ageing or junction temperature variation have to be considered. First
studies on this subject have been published, e.g. in [48], however, further investigations
on the LED behavior under VLC operation conditions are necessary.

8.4 DMT modulation and variants

MSM techniques are modulation schemes where information is modulated onto orthog-
onal subcarriers located in the frequency band considered. The sum of the modulated
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subcarriers is then modulated onto the instantaneous power of the transmitter. Usually
MSM is implemented by orthogonal frequency division multiplexing (OFDM), which
has been widely employed in both wired and wireless digital communications.
Applications of the basic OFDM principle include WLAN and terrestrial digital video
broadcasting (DVB-T), as well as digital subscriber line systems (xDSL) and power line
communication (PLC), where a baseband version of OFDM, better known as discrete
multitone (DMT) modulation is used. Due to the capability to mitigate ISI, and other
advantages including the ability to adapt easily to different channels, MSM was also
considered for OWC [49].

Conventional systems such as WLAN or DVB-T use coherent transmission, where
the signals are in general complex and bipolar. The same applies to laser-based long-
haul optical transmission systems using single-mode fibers. Concerning optical
multimode transmission as in VLC, it is, however, extremely difficult to collect
substantial signal power at the Rx in a single electromagnetic mode. In the final
analysis, this means that intensity modulation with direct detection (IM/DD), as also
used for instance in OOK and PWM-based systems, has to be considered as the only
practicable transmission method. Thus, only the light intensity (and not the phase)
represents the information to be transmitted, i.e., the transmitted signal is of real and
non-negative (unipolar) value. At the receiving end, a photodetector produces an
electrical current proportional to the received power, and accordingly proportional to
the square of the received electrical field [16]. The differences between traditional
OFDM transmission using coherent detection and IM/DD systems are briefly sum-
marized in Table 8.2.

In consequence of IM/DD transmission, the conventional OFDM modulation scheme
cannot be directly applied in optical multimode systems. Therefore, researchers have
devoted significant efforts to designing OFDM-based modulation schemes, which are
purely unipolar. Using OFDM in VLCwas first proposed by Tanaka et al., and their basic
studies can be found in [50].

The task to create a unipolar signal for transmission is commonly solved by adding a
DC bias to the bipolar OFDM signal [18, 25]. We call this scheme DC-biased DMT,
however, it is also known as DC-biased OFDM and DC-clipped OFDM. Another method

Table 8.2 Contrast between typical OFDM systems and optical multimode transmission based on intensity modulation and
direct detection.

Area of application Typical example Carrier of
information

Type of detection Special receiver
requirement

Electrical OFDM
transmission

Radio transmission, e.g. WiFi,
DVB-T

Electrical
field

Coherent Local oscillator

Optical OFDM
transmission

Long-haul high-speed single
mode fiber (SMF) links

Optical field Coherent (only one
optical mode)

Local oscillator

Optical IM/DD
transmission

Multi-mode fiber (MMF, POF)
links, OWC

Optical
intensity

Direct (multiple
optical modes)

None
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clips the entire negative excursion of the OFDM waveform. Impairments from clipping
noise are avoided by appropriately choosing the subcarrier frequencies for modulation.
This technique is called asymmetrically clipped optical OFDM (ACO-OFDM) [51]. A
third method also clips the entire negative signal excursion, but modulates only the
imaginary parts of the subcarriers such that the clipping noise becomes orthogonal to the
desired signal. This technique is well-known as pulse-amplitude-modulated discrete
multitone modulation (PAM-DMT) [52]. These modulation schemes and their properties
when applied to VLC are discussed in the subsequent sections.

8.4.1 DC-biased DMT

DMT as a baseband version of OFDM modulation is a key technique used on slowly
time-varying two-way channels, e.g. in copper-based xDSL and PLC systems. It is
important to know that DMT is also of relevance for low-cost short-range optical trans-
mission using multimode silica fibers and plastic optical fibers [52, 53]. Usually, mod-
ulation onto multiple subcarriers of different frequencies for simultaneous transmission,
as well as demodulation, are based on discrete Fourier transformation (DFT) [54, 55].
Thus, inverse fast Fourier transform (IFFT) and fast Fourier transform (FFT) are the main
building blocks of the Tx and Rx, respectively.
On the Tx side, first of all the serial data stream is partitioned into multiple parallel

streams of lower data rates, typically followed by mapping to a quadrature amplitude
modulation (QAM) constellation, as illustrated in Fig. 8.7. A straightforward way to
obtain real-valued time domain signals, as required in LED-based VLC, is to use the
well-known property that the N-DFT of a real-valued sequence has conjugated symmet-
ric coefficients around the point N / 2 [56]. This means that by enforcing conjugate
symmetry (often referred to as Hermitian symmetry) on the IFFT input vector [X] in the
frequency domain, a real-valued time domain signal can be directly obtained at the output
of the IFFT block.
Following this approach, with N / 2 (actually (N / 2) − 1)) independent subcarriers

envisaged in the system to carry information, an N-IFFT block is required to generate a
real-valued OFDM/DMT symbol. According to the Cooley–Tukey algorithm [56], the
complexity of the FFT operation scales with N log2 N. Hence, as a moderate number of
subcarriers is considered in optical wireless systems, the size of the DFT blocks is not an
implementation issue. On the other hand, DFT enables digital implementation of DMT
modulation without prohibitive analog filter banks.
The IFFT input vector X = [X0 X1 ⋯ XN−1]

T consists of the data to be transmitted
(elements X1, X2,⋯, X(N/2)−1) and the further elements defined according to the Hermitian
symmetry constraint as

Xn ¼ X �
N�n ; for 0 < n < N=2; X0 ∈ R ; XN=2 ¼ 0: ð8:1Þ

The first input X0, corresponding to zero frequency, must be real-valued and is generally
left unmodulated. It can be set to zero or alternatively to the DC level of the output signal
(see below).
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After creation of the input vector, [X] is fed into the N-point IFFT block, as shown in
Fig. 8.7. Assuming data symbols of complex-valued modulation formats (usually
M-QAM), where the input vector elements appear in the form Xn = an + jbn, the time
samples at the N-IFFT output are

xðkÞ ¼ 1

N

XN� 1

n¼0

Xn e
j 2 π n k=N ¼ X0

N
þ 1

N

XðN=2Þ � 1

n¼1

Xn e
j 2 π n k=N þ 1

N

XðN=2Þ � 1

n¼1

X �
n e

�j 2 π n k=N

¼ X0

N
þ 1

N=2

XðN=2Þ � 1

n¼1

ℜe Xn e
j 2 π n k=N

n o

¼ X0

N
þ 1

N=2

XðN=2Þ � 1

n¼1

an cos ð2πnk=NÞ � bn sin ð2πnk=N Þ

¼ X0

N
þ 1

N=2

XðN=2Þ � 1

n¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2n þb2n

q
cos
�
2π nk=N þ arctanðbn=anÞ

�
; ð8:2Þ

ð8:2Þ

where k = 0, 1, . . ., N − 1 denotes the index of the time domain sample. Apart from the
conjugate-symmetry property of the input vector given by Eq. (8.1), the symmetry
property of the DFT twiddle factors ej2π(N − k)k / N = e−j2πNk / N has also been exploited
in Eq. (8.2). Obviously, a sum of (N / 2) − 1 sampled real-valued cosinusoids is obtained
at the IFFT output.
In order to mitigate effects of the multipath channel and to avoid ISI, OFDM and DMT

use a guard interval, which is placed between the transmitted symbols (blocks) in the time
domain. This guard band is formed simply by taking a number of L samples from the end
of each symbol, and copying them as its prefix, as shown in Fig. 8.8. It is hence referred to
as cyclic prefix (CP). This (M + L)-point sequence corresponds to the samples of the
multicarrier DMT time-discrete sequence to be transmitted, which is referred to as a
DMT symbol.
In order to receive and properly demodulate the DMTsymbols, two conditions have to

be satisfied. Firstly, the length of the DMT symbol without CP should be longer than or
equal to the duration of channel impulse response h(t) in order to avoid ISI. Additionally,
the CP length should be chosen so that its duration is longer than or equal to the delay

Copy of rear L samples

CP(L) M information samples

M + L samples OFDM symbol

Figure 8.8 Generation of the cyclic prefix guard interval and structure of a DMT symbol. CP: cyclic prefix.

DMT modulation and variants 147



spread of h(t). Although the CP introduces some redundancy, and thus reduces the overall
data rate, it eliminates both ISI and inter-carrier interference from the received signal and
is the key to simple equalization in OFDM [55].

When assuming a limited signal bandwidth B in the baseband, which is divided
among N / 2 independent subcarriers, the subcarrier spacing is Δ f = 2B / N, while the
frequencies in the N-IFFT block cover the bandwidth of 2B because of the Hermitian
symmetry constraint. The period of a DMT symbol, containing N time samples, is
TFFT = 1/Δ f, which leads to the sample interval Tsam = 1/2B in the time domain.
According to the sampling theorem, this is sufficient to completely determine the
continuous signal at the output of the digital-to-analog (D/A) converter. As the CP of
length TCP = LTsam has to be added after the IFFT, the actual duration of the real-
valued DMT symbol is TDMT = TCP + TFFT. Considering in addition Eq. (8.2) and the
identity

2 π
n k

N
¼ 2 π n

2 B

N

k

2 B
¼ 2 π n Δ f k Tsam ¼ 2 π fn tk ; ð8:3Þ

where fn = nΔ f, n = 1, 2, . . ., N − 1 and tk = kTsam for k = 0, 1, . . ., N − 1, the continuous-
time signal after D/A conversion can be expressed as

xðtÞ ¼ X0

N
þ 1

N=2

XðN=2Þ � 1

n¼1

An cos ð2 π fn t þ φnÞ; � TCP ≤ t < TFFT: ð8:4Þ

In this expression, An ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2n þ b2n

p
and φn = arctan(bn / an) are the amplitude and the

initial phase of each cosinusoid on the frequency occupied by the nth subcarrier,
determined by the amplitude and phase of the complex-valued symbol Xn at the
corresponding IFFT input. Note that the signal x(t) could also be obtained with a
bank of (N / 2) − 1 analog filters. After D/A conversion, an analog low-pass filter is
implemented to suppress the aliasing spectra. At the same time, this filter performs
interpolation of the discrete signal waveform.

Figures 8.9 and 8.10 illustrate an example of the signals at the input and output of the
DMTmodulator. In this example, three out ofN = 16 orthogonal carriers in a bandwidth of
B = 20MHz aremodulated by 16-QAM to generate an input vector [X] = [0, (1 + j ), (3 − j),
0, (−3 + 3j), 0, 0, 0]T (before Hermitian symmetry enforcement). The input of the 16-IFFT
block is shown in Fig. 8.9, while the contributions of individual subcarriers at the output as
well as the resulting output signal are illustrated in Fig. 8.10 (a)–(c) and (d) respectively.

If the bias was not introduced directly at the system input by setting X0 appropriately,
i.e., if X0 = 0 was chosen, non-negativity of the transmit signal x(t) has to be achieved
after D/A conversion. A very common and simple method is to add a fixed DC bias to
the bipolar DMT signal, as illustrated in Fig. 8.10 (e), cf. for instance [25, 49, 52, 57].
The required DC bias is equal to the maximum negative amplitude of the DMT signal.
Owing to the high PAPR of DMT signals, a bias of at least twice the standard deviation
of the bipolar DMT signal distribution is required to minimize clipping [58]. Any
remaining negative values would be clipped, which also applies to positive peaks upon
exceeding the limiting amplitude. Such symmetrical or asymmetrical clipping
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introduces clipping noise and thus affects transmission. In practice, controlled clipping
of high negative peaks in front of the optical source is often permitted, given an
unlikely occurrence in a DMT signal. Then, as long as the effect of clipping on the
link performance is tolerable, the required DC component can be reduced to a certain
extent [33], cf. also Section 8.6.1. An optimal DC bias of a symmetrically clipped
signal can be inferred, e.g. from [59, 60]. It is shown there that iterative decoding with
clipping noise estimation and subtraction can reduce the bit error ratio (BER) at the
expense of an increased computational complexity.
Returning to Fig. 8.7, the signal reaches the Rx after undergoing the influences of the

time-dispersive channel and ambient light as the dominant source of noise in the channel.
A simple (low-cost) photodetector is used to convert the IM signal to an electrical signal,
while the bias component is discarded by AC-coupling. After analog-to-digital (A/D)
conversion, the CP is removed and N-point FFT processing is performed. Thanks to the
preserved orthogonality, the subcarriers can be processed separately. In principle, only
the outputs n = 1, 2, . . ., (N / 2) − 1 need to be further regarded, since they are the ones
carrying information. Because the frequency response over the subcarrier bandwidth can
be considered as flat fading, the signal is usually equalized simply by means of a single-
tap linear feed-forward equalizer with zero forcing or minimum mean squared error
(MMSE) criteria before decoding.
Adding the DC bias at the Tx results in extra power consumption to an equivalent

extent. If the light source is used at the same time for illumination, this amount of power
fulfills its purpose with respect to lighting and is thus not wasted. Only if illumination is
not required, such as in the uplink of a Li-Fi system, the DC bias can significantly
jeopardize energy efficiency [15].
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8.4.2 Asymmetrically clipped optical OFDM (ACO-OFDM)

The main objective of improving the preparation of OFDM signals for IM/DD trans-
mission is to reduce the DC bias, which is indispensable in the DC-biased DMT scheme,
to a minimum value. Note that the LED turn-on voltage in fact defines the lower bound of
the bias. For the sake of simplicity this parameter is neglected in the following.
Approaches for improving the power efficiency are driven by the basic aim to create a
real-valued bipolar time domain signal, where the entire information is present at least in
the positive parts. This would enable simply clipping the negative parts of the signal
when modulating the optical source. The main embodiment of such asymmetric clipping
is the method of ACO-OFDM introduced by Armstrong et al. [51, 58].
While the basic function blocks are the same as in DC-biased DMT, the ACO-

OFDM scheme exploits the properties of Fourier transform by introducing a constraint
on the subcarriers used for modulation, i.e., only odd-numbered subcarriers are used
whereas the even subcarriers are set to zero. Considering again Hermitian symmetry,
up to N / 4 subcarriers (CP included) are used for modulation [51, 61]. As illustrated in
Fig. 8.11, the IFFT output presents time samples along the zero-axis, where the
negative part is an anti-symmetrical copy of the positive part. Finally, this means that
the information of both parts is the same. For that reason, clipping of the negative part
will provide a unipolar signal without any loss of information. Related proofs can be
found in [43, 51].
Insertion of a CP and D/A conversion is done in the same way as in the case of

DC-biased DMT. Subsequently, the unipolar signal is used for modulating the LED.
The idea of using only the odd-numbered subcarriers for data transmission includes

the fact that all of the intermodulation products resulting from the asymmetric clipping
are orthogonal to the data, i.e., clipping distortion falls on the unused even-numbered
subcarriers and does not affect the odd-numbered ones. Even though the effect of
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Figure 8.11 Example of an ACO-OFDM time domain signal with N = 16 subcarriers (the CP is not considered
here). The positive and negative parts of the waveform are anti-symmetrical along the zero-axis.
Thus, hard-clipping the negative values at the zero level only will discard redundant information.
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clipping does not result in inter-carrier interference on the data-carrying odd subcar-
riers, it reduces all their amplitudes by half [51, 58, 62]. Moreover, the restriction to use
only odd-numbered subcarriers can degrade performance in a frequency-selective
channel. Particularly when bit and power loading is employed, where the allocation
of bits and power per subcarrier is adapted to the SNR of the frequency-selective
channel [54, 63], the subcarrier constraint will result in a non-optimal adaptation to the
channel response and thus in an unfavorable system performance. This calls for care-
fully controlled and effectively compensated solutions [64], in particular if the number
of subcarriers is small.

At the Rx, the PD detects the transmitted intensity and the analog signal is converted
into a digital one. It is well-known that OFDM systems are highly sensitive to synchro-
nization errors. Due to the fundamentally different waveforms in ACO-OFDM and
traditional OFDM systems, conventional synchronization could fail if applied directly.
A technique tailored to the ACO-OFDM scheme using an appropriate training sequence
is presented in [65]. According to [66], the loss of bandwidth efficiency associated with a
training sequence can be avoided in systems employing ACO-OFDM if the CP-based
method is replaced by the presented technique of low-complexity blind timing
synchronization.

In conclusion, ACO-OFDM has a significantly lower detrimental DC component
compared to DC-biased DMT. Thus, the modulation scheme is highly power efficient,
but at the expense of exploiting only half of the subcarriers for data transmission.

8.4.3 Pulse-amplitude-modulated discrete multitone (PAM-DMT)

The concept of pulse-amplitude-modulated DMT (PAM-DMT) introduced in [52] also
aims at asymmetric clipping at zero value and transmission of only the positive parts of
the DMT signal as in ACO-OFDM. This means that again anti-symmetry of the time
domain signal is needed after IFFT.

Firstly, as in DC-biased DMT and ACO-OFDM, Hermitian symmetry is induced in
order to achieve real-valued signals in the time domain. However, only the imaginary
components of the PAM input signal are used further, while the real components are set to
zero. The IFFT then presents real-valued time domain samples that exhibit anti-
symmetry, as desired. Similarly to DC-biased DMT, up to N / 2 subcarriers (including
CP) are used, i.e. the elements (X1, X2,⋯, X(N / 2) − 1) of [X] carry the imaginary PAM
signal components, while X0 = 0. After CP insertion and along with D/A conversion, the
entire negative excursion of the electrical waveform is clipped without any loss of
information, and is then used for driving the LED.

In [52] it is shown that the distortion resulting from asymmetric clipping falls
orthogonally onto the real-valued parts of the PAM signal, without influencing the
imaginary parts modulated with information, and thus without affecting the system
performance. Proofs of anti-symmetry and the property of the clipping distortion terms
can be found in [43]. At the Rx, demodulation and decoding the data are performed
straightforwardly and similarly to the schemes discussed before.
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In conclusion, PAM-DMT uses all subcarriers as in the DC-biased DMT scheme, but
the modulation is restricted to just one dimension. Hence, PAM-DMT has the same
spectral efficiency as ACO-OFDM. Regarding the power efficiency, the PAM-DMT
characteristics are similar to those of the ACO-OFDM scheme.

8.4.4 DMT/OFDM performance and mitigation of disruptive effects

Numerous analytical studies on characteristics of the modulation schemes described
above and on differences in their performance in VLC have been published in recent
years. The most important items are discussed in this section.
If reduction of the high PAPR is required, simple non-linear techniques can be applied,

possibly in combination with some form of predistortion [55, 67]. Various precoding
techniques for PAPR reduction in asymmetrical clipped systems such as ACO-OFDM
and PAM-DMT are analyzed in [68]. It was shown there that precoding with small effort
could gain PAPR reduction of about 3 dB, making this technique attractive for PAPR
reduction in systems with asymmetrical clipping.
Several comparative analyses have been performed including mathematical description

of effects and simulations under various conditions, cf. in particular [69–73]. To shed light
on one of the results, it was found that ACO-OFDM and PAM-DMT have virtually
identical performance at different bit rates and spectral efficiencies, as demonstrated in
the study [70], and is also indicated in several other publications. This is because in ACO-
OFDM, half of the subcarriers are filled, but in PAM-DMT half of the quadrature is filled.
Therefore, the same performance is obtained when a flat frequency response is considered.
In practice, clipping the LED modulation signal clearly affects the system performance.

The modulation order and other parameters of relevance such as the bias level (including
the LED turn-on threshold) are therefore of high significance. While AWGN is the main
type of noise in the case of low SNR, clipping distortion dominates at large SNR values.
Thus, LED clipping effects have to be considered and the modulation order as well as the
power of the transmit signal should be optimized. Methods for optimization are given e.g.
in [45]. Another analytical study on the trade-off between biasing and clipping suggests that
rather than eliminating all clippings, the SNR is in fact optimal with some deliberately
introduced non-linear clipping distortion because of higher power efficiency at a lower bias
level. A corresponding biasing strategy is proposed in [74]. This method does not require
any on-line calculation and can be used in different optical channels with different Rx
figures and modulation schemes; however, an uplink between Rx and Tx is necessary.
Besides asymmetric clipping to achieve non-negativity, the signal for LEDmodulation

often has to be double-sided clipped in order to fit into the linear range of the LED [45,
73]. This introduces non-linear distortions. In a more advanced approach scaling of the
transmit signal is proposed in order to accommodate the large PAPR in the LED’s linear
range and to adapt the DC bias accordingly. More precisely, such signal shaping as
presented in [71] conditions the transmit signal to meet the optical power constraints of
the Tx by means of scaling (realized by digital signal processing, DSP) and by DC
biasing (realized in the analog Tx circuitry). An optimal signal shaping enables the
Gaussian transmission signals to minimize the electrical SNR requirement. As in the case
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of double-sided clipping, shaping of the Gaussian time domain signals in ACO-OFDM
and DC-biased DMT results in a non-linear signal distortion, which is precisely analyzed
in [75]. This analysis can be used to translate the signal scaling and DC biasing for a
given dynamic range of the LED into electrical SNR, and therefore to BER performance.

As a summary of the numerous analyses and comparisons, both modulation formats
using asymmetrical clipping, i.e., ACO-OFDM and PAM-DMT, are best at low spectral
and high power efficiency [69, 70, 72]. It is also important to note that multipath
dispersion could break the symmetry at the zero line for both of these schemes [52].
Since the symbol period usually by far exceeds the value of dispersion, this effect should
not represent a serious issue; however, it has to be confirmed by practical experience. If
modulation at higher spectral efficiency is needed, DC-biased DMT performs closer to
ACO-OFDM. This is because the clipping noise penalty for DC-biased DMT becomes
less significant than the penalty for the larger constellations required if otherwise the
ACO-OFDM or the PAM-DMT scheme is used. Thus, DC-biased DMT is expected to
deliver the highest throughput in applications where the additional DC bias power
required to create a non-negative signal does not matter or can serve a complementary
functionality, such as illumination. It should be mentioned that the underlying compari-
sons typically assume a perfectly compensated LED non-linearity, e.g. using a suitable
predistortion. Hence, practical verification is also necessary in that respect.

Beyond performance aspects, the computational complexity of the modulation
schemes discussed is of importance. A comparative study on the computational complex-
ity can be found in [70]. The same number of actually used subcarriers in DC-biased
DMT and ACO-OFDM was chosen there in order to make a fair comparison. For PAM-
DMT, since only one dimension is used to transmit data, the number of subcarriers used
was twice that for the other schemes. In other words, from the DFT point of view, the
DFT size of the DC-biased DMT scheme is half that of the further schemes.

Table 8.3 summarizes the computational effort needed in the three cases at different bit
rates and electrical modulation bandwidths. As can be seen, the complexity of ACO-
OFDM and PAM-DMT is nearly the same, while DC-biased DMT has the lowest
computational complexity among the three formats, due to the smaller DFT size.

Table 8.3 Computational complexity needed for the three modulation schemes at low (upper three rows) and high (lower
three rows) electrical bandwidth, expressed in terms of real operations per bit. For parameters in detail, cf. [70].

DC-biased DMT ACO-OFDM PAM-DMT

Bit rate (Mbit/s) Electrical bandwidth (MHz) Tx Rx Tx Rx Tx Rx

50 25 43.0 45.9 48.5 50.0 48.5 51.5
100 50 43.0 45.9 48.5 50.0 48.5 51.5
300 150 42.4 45.3 48.1 49.6 48.1 51.1
50 50 86.1 91.9 97.0 100.0 97.0 102.9
100 100 85.4 91.2 96.7 99.6 96.7 102.6
300 300 95.3 101.1 106.5 109.4 106.5 112.4
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Theoretical work such as mathematical analyses and simulations including ray tracing
has to be verified and complemented by experiments under conditions close to reality. At
this stage of development in the case of modulation schemes such as DMT, there is the
difficulty of time-consuming hardware implementation including DSP algorithms. As an
alternative, the widely recognized method of off-line processing (see also Section 8.6.2)
is used in nearly all cases published so far. However, this comes along with restrictions,
such as focusing on rudimentary or special functions in VLC transmission. For example,
the mitigation of background optical noise produced by ambient AC-powered LED
lamps or fluorescent light sources was investigated in an experimental VLC setup
using off-line processed DC-biased DMT, as reported in [76]. The results have shown
that the noise produced by AC-powered LEDs has a negligible effect, as the lowest-
frequency subcarrier is far above the 50 or 60 Hz effects, while the noise from fluorescent
lamps can be removed by excluding the impaired subcarriers.Moreover, the mitigation of
phosphor layer effects caused by the YB-LED-based Tx using channel estimation and
one-tap equalization at the Rx was confirmed. Further examples of such experimental
work based on off-line processing and mainly targeting high bit rates in a laboratory
environment can be found in [8–10, 77–79]. However, more complex subjects including
the influence of channel variations and adaptive bit rate link control are hard to inves-
tigate under real-time conditions using off-line experiments. If restrictions in DSP speed
and bandwidth are accepted, a simple alternative may be to employ programmable
hardware such as a DSP development kit. An example of that kind is presented in [40],
where it was the aim to investigate the performance of DC-biased DMT transmission in
the presence of (infrared) LED non-linearity via a hardware demonstrator including real-
time implementation of the digital signal processing.

8.5 Performance enhancement of DMT modulation

In recent years, numerous approaches have been reported aiming at performance
enhancement of the discussed modulation schemes, in terms of spectral efficiency and
power efficiency as well as PAPR. In the following, a brief overview is given.

8.5.1 Combination of ACO-OFDM and DC-biased DMT modulation

It seems rather obvious to combine the ACO-OFDMmodulation scheme, which only uses
the odd subcarriers, with a complementary scheme in order to utilize the even subcarriers
too. Such an approach, called asymmetrically clipped DC-biased optical OFDM (ADO-
OFDM) is presented in [80]. In this technique, the odd subcarriers are modulated using
ACO-OFDM while the even ones are modulated using DC-biased DMT. The DMT
component does not cause interference on the odd frequency subcarriers. Hence, a conven-
tional receiver can demodulate the ACO-OFDM component after detection. On the other
hand, the ACO-OFDM signal causes clipping noise, which affects the even subcarriers.
This interference can be estimated at the Rx, and thus cancelled at the expense of a 3 dB
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noise penalty in the DC-biased DMT component. Clearly, ADO-OFDM provides better
bandwidth efficiency than ACO-OFDM, since all subcarriers are used to carry data.
Simulation results for an AWGN channel have shown that this method can also achieve
better optical power performance than the conventional OFDM schemes [72].

8.5.2 Spectrally factorized OFDM

Another means for improving the optical efficiency of OFDM for IM/DD transmission
has been proposed in [81]. The formalism for non-negative multiple subcarrier modu-
lation described there is denoted as spectrally factorized optical OFDM (SFO-OFDM).
Instead of sending data directly on the subcarriers, the autocorrelation of the complex
data sequence is performed in this scheme, which guarantees non-negativity without
explicit bias. SFO-OFDM covers all band-limited OFDM signals, and unlike
ACO-OFDM, it uses the entire available bandwidth for data modulation. Moreover, it
mitigates the high PAPR, which is typical in PAM-DMT and ACO-OFDM systems.
According to [81], 0.5 dB in optical power is gained over ACO-OFDM at a BER of 10−5.

8.5.3 Flip-OFDM

A further unipolar modulation approach is known as flip-OFDM [82]. In flip-OFDM,
the positive and negative parts are extracted from the real bipolar OFDM time domain
signal, and transmitted in two consecutive OFDM symbols. Since the negative part is
flipped before transmission, both subframes have positive samples, as required in IM/
DD systems. The basic flip-OFDM scheme, as presented in [83], performs a compres-
sion of the time samples in order to sustain the duration of the original bipolar symbol
frame. Consequently, bandwidth and data rate are doubled, while the length of the CP is
reduced by 50% when compared to ACO-OFDM. As an alternative, the parameters of
an ACO-OFDM system can be maintained by omitting the (not imperatively required)
compression of the OFDM subframes. In that way, it has been shown by simulation that
both the ACO- and flip-OFDM schemes have the same spectral efficiency and BER
performance in the electrical domain. However, flip-OFDM offers savings of 50% in
computational receiver complexity over the ACO-OFDM scheme, in particular for
slow fading channels [82].

8.5.4 Unipolar OFDM

The so-called unipolar OFDM modulation scheme (U-OFDM) has been developed with
the aim of reducing the PAPR and to close the 3 dB gap between OFDM and ACO-
OFDM for bipolar signals, whilst generating a unipolar signal, which does not require the
biasing of DC-biased DMT [84]. The modulation process of U-OFDM starts with
conventional modulation of an OFDM signal. After obtaining a real bipolar signal, it is
transformed into a unipolar one by encoding the absolute value of each time sample and
its polarity into a pair of new time samples (absolute value on one out of two possible
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positions depending on the polarity). At the Rx, reconstruction of the original bipolar
OFDM signal is straightforward and the process continues with conventional demodu-
lation of an OFDM signal.
Since each time sample from the original OFDM signal is encoded into a sample pair

of the U-OFDM signal, the spectral efficiency is the same as of ACO-OFDM, but U-
OFDM has better power efficiency in an AWGN channel.

8.5.5 Position modulating OFDM

Based on how the symbols are assigned to the subcarriers, the unipolar operation forms
unipolar optical OFDM symbols such as the various operations used to generate the
ACO-OFDM, the flip-OFDM, the U-OFDM (see above), or the so-called position
modulation OFDM (PM-OFDM) described in [85]. PM-OFDM utilizes the DFT
approach but removes the Hermitian symmetry constraint. This is done at the Tx by
splitting the IFFT output signal corresponding to its real and imaginary components.
Their positive and negative parts are further separated, and the two negative signals are
flipped by polarity inversion. The resulting four real and positive signals are then
sequentially transmitted. Based on this Tx technique, two Rx structures are presented
in [85] targeting either high BER performance or low Rx-complexity.
In both, LOS and diffused channels the low-complexity Rx (including time domain

MMSE equalizer) achieves the same BER performance as an ACO- or flip-OFDM
system, while the total system complexity is significantly lower. On the other hand, the
high-performance Rx includes a frequency domain MMSE equalizer and thus an extra
FFT and IFFT block, resulting in a marginally higher overall transceiver complexity
compared to an ACO-OFDM system. As outlined in [85], this extra effort yields ~ 4 dB
improvement at a BER of 10−4 in a diffuse optical wireless channel.

8.5.6 Diversity-combined OFDM

When only the odd subchannels are loaded as in ACO-OFDM modulation, the clipping
distortion falls exclusively onto the even subchannels, as mentioned above. This natural
separation of signal and distortion indicates that at the Rx side, some extent of spectral
diversity among even and odd subchannels can be observed. Based on this fact, the idea
of an asymmetrically clipped, diversity-combined OFDM (AC/DC-OFDM) system has
been presented in [86]. There it is revealed theoretically and by simulation, that the
effective SNR at the Rx of an ACO-OFDM system can be improved significantly at the
expense of one additional IFFT-FFT pair and a diversity combining decoding algorithm
at the Rx. As diversity combining adds two different signal components, while an
additional noise cancellation would reduce the noise at the Rx, it might be expected
that combining these techniques could give further performance gains. This is, however,
not true as was shown analytically in [87]. On the other hand, it is important to note that
noise cancellation giving a maximum improvement of 3 dB is more computationally
efficient than diversity combining.
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8.5.7 Further approaches

In order to enhance the overall performance of VLC systems and to efficiently exploit
spectrum resources by means of MSM, various additional proposals have been pub-
lished. Two of them are briefly addressed in this section.

Multicarrier code division multiple access (MC-CDMA) is a transmission scheme that
combines the robustness of orthogonal modulation and the flexibility of CDMA schemes.
In MC-CDMA, an individual user’s complex-valued data symbol is spread over OFDM
subcarriers in the frequency domain using a spreading code. The symbols from different
users are aggregated in the frequency domain and passed to the OFDM modulator for
transformation into the time domain. The further steps of modulation and IM/DD trans-
mission are the same as in the case of DC-biased DMT. At the Rx side, CP removal, FFT,
and de-spreading are carried out, respectively. In [88], an optimized selection of active
subcarriers is proposed in order to significantly increase the power efficiency in a multi-
user indoor scenario. The average transmit power reduction is accomplished by selecting
the subcarriers based on pre- or post-equalization, while proper setting of a fixed DC bias
ensures low system complexity.

A hybrid multi-layer modulation (MLM) scheme designed for optical OFDM-based
IM/DD transmission is introduced in [89]. In optical systems, MLM is expected to be
capable of offering a fine granularity in terms of throughput versus robustness. Both the
concept of MLM and related double turbo Rx algorithms are detailed in this publication.
In addition, the layer-specific optimum weights that the MLM scheme should obey are
conceived. Significant gains are demonstrated by comparing the MLM-aided technique
to the ACO-OFDM and DC-biased DMTschemes as a function of both the electrical and
the optical energy per bit to single-sided noise power spectral density. However, the
benefits are achieved at the expense of an increased transceiver complexity. As stated in
[89], the approach is for further study under practical optical channel conditions.

8.6 System design and implementation aspects

8.6.1 Aspects of system design

So far, research and development on VLC using advanced LED modulation has focused
on physical transmission basics, where usually a directed LOS is assumed. On the other
hand, non-directed LOS links are more convenient in practical use, particularly if
terminal mobility is desired. Non-directed indoor wireless IR channels have been
extensively studied in the past by means of modeling, simulations, and experiments.
Considering existing knowledge in this regard and similarities to VLC, such studies can
provide adequate guidance for designing indoor VLC systems. However, there is only a
little experience in practical terms of high-speed VLC via non-directed LOS and non-
LOS links, i.e., links in diffuse scenarios.

Off-line experiments using a YB-LED and DC-biased DMT modulation in a realistic
non-LOS broadcast configuration are presented e.g. in [90]. It is shown there that an area of
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~18 m2 can be covered with 100–200 Mbit/s, while the brightness level at the Rx equipped
with a blue filter is about 500 lux (generated by an extra LED for lighting), and thus
complies with workplace requirements. Some further results achieved for the first time with
a real bidirectional system in a non-LOS configuration are presented below in Section 8.6.4.
Bidirectional links are a necessary condition for any kind of communication beyond

broadcasting. Various approaches for an optical wireless indoor uplink have been discussed
and the development of a quality uplink is currently one of the main research topics in this
field. The most common approach, irrespective of the modulation format, is to use IR light
as illustrated in Fig. 8.4. Examples ofmedium and high-speed systems are given e.g. in [20]
and [91], respectively. However, visible light uplinks are also considered, as for instance
shown in Fig. 8.5, given that a visible spot in the Rx region fits the application needs.
At the same time, bidirectional links enable dynamic adaptation to changing proper-

ties of the link, e.g. caused by ambient light or LOS blocking. The time-varying
channel can easily be estimated using frequency domain channel estimation, and
adaptive modulation can be applied based on the requested data rates and quality of
service. The idea of OWC using DMT modulation with adaptive bit and power loading
was proposed for the first time in [17] and independently thereof almost simultaneously
in [18]. By this method, subcarriers are loaded with the best suitable modulation
depending on the channel properties at individual frequencies, i.e., the power is
distributed according to the SNR needs of each chosen modulation order or format
while keeping the system constraints regarding BER and transmit power satisfied. This
leads to optimal utilization of the available resources in a non-flat communication
channel even in the presence of non-linear distortion caused by the transfer character-
istics of common LEDs. The whole concept is analytically presented in [33, 34, 92].
Related algorithms for bit and power allocation are also addressed in [93], while
experimental proofs of concept can be found in [94–96]. Further experimental studies
have been performed according to [97] in order to demonstrate that the benefits of
adaptively controlling the resultant QAM modulation orders also apply to YB-LED-
based systems where blue filtering at the Rx is omitted.
In addition to channel adaptation, the possibility to combine DMT modulation with any

multiple access schemes makes it an excellent preference for indoor VLC applications.
Initial work directed toward multi-channel systems is published in [77] (see also [10]),
where subcarrier multiplexing (SCM) is used to provide multi-user capability. The down-
link capacity of an experimental setup based on off-line processing was assembled to
575 Mbit/s by wavelength division multiplexing (WDM) using the colored channels of a
RGB-LED, while the YB-LED uplink of the full duplex system offered 225 Mbit/s. Pre-
and post-equalization in the frequency domain were adopted to compensate for Tx and
channel distortions. In addition, the transmission capacity was optimized using various
QAMmodulation orders. By adjusting the bandwidths and modulation formats of the sub-
channels, the downlink and uplink capacities can be easily reconfigured in such a setup.
Regarding the feeder or backhaul network of VLC, a combination with the power line

infrastructure and thus with PLC suggests itself, cf. for example [1, 2, 19, 98, 99]. From
the viewpoint of DMT modulation used in both systems, this idea is of particular interest
as it could simplify interfaces and interworking. Komine et al. proposed and analyzed an
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integrated system of this kind in [100] based on their earlier work and subsequently,
studies addressing that subject have been performed at several places. As an example,
broadcasting the DMT-QAM signal of a PLC system by directly modulating the YB-
LED of a VLC Tx was presented in [101]. More recent proposals for an integration of
PLC and VLC can be found e.g. in [102]. For reasons of completeness, it has to be
mentioned that optical fibers and DMT transmission can also serve for VLC backhauling.
However, this creates a special area of research employing e.g. laser light, and thus will
not be considered further here.

The interplay of VLC, backbone network and terminal systems also calls for an
appropriate media access control (MAC) protocol. A specific MAC layer was proposed
for the optical wireless channel (considering both visible light and IR applications) in the
framework of the OMEGA project [103], see also Section 8.6.4. For VLC broadcast, a
simplified frame format was described. At the Tx side of the considered system, theMAC
layer provided a serial data stream at 100 Mbit/s for digital signal processing and
modulation on the PHY layer. After transmission via VLC link and PHY processing at
the Rx side, the retrieved data stream was passed to the MAC layer. An overview of the
access method, the optical wireless data link layer (OWMAC) and the MAC frame
adapted to that VLC prototype is given in [104]. All the modules for MAC and PHY
processing at both the Tx and Rx side were implemented in FPGA technology [104, 105].
Apart from that work, multiple access schemes for multicarrier-based VLC channels are
also addressed in e.g. [106, 107].

A major design challenge regarding the commercialization of VLC for joint use in
lighting systems is how to incorporate the commonly used PWM light dimming techni-
que while maintaining reliable high-speed communication links. In [108] this problem
was considered in terms of VLC power constraints due to lighting requirements in living
rooms for both daytime and night-time scenarios, i.e. even in the worst case of commu-
nication with the lights off. It was shown that very low light emission (virtually lights-off)
is sufficient to maintain coverage at data rates up to the Mbit/s range using OOK or PPM.
This leads to the conclusion that even if the average optical transmit power is severely
dimmed and less power efficient modulation schemes such as DMT are used, there
should be some electrical signal power for communication to a certain extent.

Regarding VLC systems based on DC-biased DMTor ACO-OFDM, dimming cannot
be achieved directly, but the data signal finished for driving the LED can be combined
with a dimming technique on the PHY layer. However, the simple way of multiplying the
transmission signal and a PWM pulse train for dimming control during its “on” period is
not an option, as the data throughput would be limited to the PWM rate, which is as low
as a few 10 kHz in commercial LED lighting systems [12]. Achieving high-speed
transmission with this approach is only feasible when the PWM dimming signal is at
least twice the highest subcarrier frequency of the DMT signal to avoid subcarrier
interference [21]. Such a constraint is hardly acceptable, as the LED modulation band-
width should include the PWM frequency, which cuts the bandwidth for data trans-
mission by 50%. Therefore, dimming schemes are being developed such as reverse
polarity OFDM (RPO-OFDM), proposed in [109]. This method combines the high-
frequency OFDM signal with the low-frequency PWM dimming signal, while both
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signals contribute to the effective LED brightness. RPO-OFDM utilizes the entire period
of a PWM signal for data transmission by adjusting the polarity of the data symbols
before they are superimposed on the PWM pulse train, which defines the dimming level,
i.e. the symbol polarity is reversed during the “on” periods of the PWM signal. In this
way, the data rate is maintained for a wide dimming range independently of the PWM
frequency. The approach also keeps the signal within the dynamic range constraint of the
LED. In conclusion, the data rate in RPO-OFDM is not limited by the PWM signal
frequency, and the LED dynamic range is fully utilized to minimize the non-linear
distortion of the multicarrier communication signal. This technique can be applied to
any version of real-valued OFDM/DMT signal, preprocessed for transmission in VLC.
OFDM/DMT modulation continually gains in popularity due to its attractive commu-

nication performance, and the results achieved so far indicate that it is an excellent
candidate for bidirectional transmission in VLC systems close to reality. Nevertheless,
additional research is necessary, in particular to examine all aspects of cooperation with
lighting systems and its effects on light quality in practical smart lighting scenarios.

8.6.2 DMT/OFDM application in advanced systems

When using RGB-type LEDs (or more generally, multi-color LED devices), a VLC system
enables wavelength division multiplexing (WDM). To determine the potential of WDM in
terms of transmission capacity, over recent years several laboratory studies on the WDM
transmission performance in VLC systems have been carried out and reported. As a
demonstration of bit rate per WDM channel was the main driver, spectrally efficient DC-
biased DMT modulation was employed almost without exception.
Key results of laboratory experiments using WDM in VLC systems based on DC-

biased DMTare given in Table 8.4, which indicates that bit rates of several 100Mbit/s per
WDM channel and total capacities in the Gbit/s range are possible.
It should be noted that all of these results have been achieved by exploring the WDM

channels one by one and by means of off-line processing. In such a configuration, the

Table 8.4 Key results of laboratory experiments using WDM in VLC systems based on DC-biased DMT.

Aggregate bit
rate (Gbit/s)

Colors of WDM
channels

Modulation
bandwidth (MHz)

Number of
subcarriers Remarks Reference

0.575 RG 50 64 PIN-Rx, 2 SCM channels per
WDM channel, blue LED only
used for lighting; in addition
uplink via YB-LED

[10]

0.750 RGB 50 64 PIN-Rx, adaptive Nyquist
windowing

[110]

0.803 RGB 50 32 APD-Rx [111]
1.250 RGB 100 128 APD-Rx [8]
2.930 RGB 230 471 PIN-Rx [79]
3.400 RGB 280 512 APD-Rx [9]
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transmit signal is generated by software and an arbitrary waveform generator (AWG),
while the received signal is recorded and subsequently evaluated by software. A typical
setup of such an experiment is sketched in Fig. 8.12.

As VLC systems typically use multiple LEDs when combined with indoor lighting, it
is an obvious step to apply the optical wireless multiple-input multiple-output (MIMO)
principle in order to boost the overall transmission capacity. MIMO processing can
compensate inter-channel crosstalk, thus allowing for parallel transmission from a
number of LEDs [112]. In a corresponding optical MIMO proof of concept using
AWG-generated DC-biased DMT modulation, a 2×2 Tx module consisting of four
YB-LEDs, and a 3×3-channel imaging Rx equipped with a blue filter, an aggregate bit
rate of 1.1 Gbit/s has been demonstrated, as reported in [113].

Optical spatial modulation (OSM) is another bandwidth and power efficient MIMO
scheme for OWC. It is based on multiple spatially separated Tx units and utilizes their
location to carry extra information [114], i.e., in addition to applying basic signal
modulation, OSM transmits further bits in the spatial domain by considering the Tx
array as an extended constellation diagram. As only one Tx is active at any given time
instant, the Rx unit can easily determine the index of an active Tx and thus can be kept
simple. In the case of aligned Tx and Rx units, it was shown that the paths of the optical
MIMO channel are nearly uncorrelated. Thus, an accurate Tx-Rx alignment results in a
power efficiency increase with respect to the modulation scheme used. A comprehensive
overview of the state of the art in spatial modulation for MIMO technologies, including
application in VLC, is provided e.g. by [115]. A novel unipolar modulation method for
OWC based on OSM is introduced in [116]. It combines the basic spatial modulation
scheme and OFDM techniques for OWC [69]. Results show that the new approach
improves the power efficiency. For the same spectral efficiency, it exhibits 5 to 9 dB
higher energy efficiency than ACO-OFDM, while in contrast to DC-biased DMT it
eliminates the need for a DC bias. Consequently, it exhibits a considerable power
efficiency gain for the same spectral efficiency.

3-channel arbitrary
waveform generator

RGB luminary

VLC channel

R/G/B
passband

filter

PD

Lens

Storage oscilloscope

R
DC

DC

DC
G

B

Figure 8.12 Setup for off-line evaluation of simultaneous DC-biased DMT transmission using three VLC
channels in WDM fashion.
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8.6.3 Practical implementation issues

With the aim of reducing the DSP complexity at both the Tx and the Rx, IFFT/FFT
processing can be replaced by a discrete Hartley transform (DHT) [117, 85]. DHT is a
real-valued self-inverse transformwithout Hermitian symmetry constraint at the input. As a
result, there is no need for complex algebra and the same fast DSP algorithm can be used for
modulation and demodulation as well, if real constellations are used for subcarrier modu-
lation. Real-time implementations of DHT-based Tx and Rx thus have confirmed a
reduction of both complexity and computing time, while the performance is the same as
in DFT-based DC-biased DMT and ACO-OFDM systems, respectively [117].
An important goal of VLC in general is to drive the LED at the best possible electro-

optical power conversion efficiency. Additionally in dual use with lighting, the illumin-
ation function must be maintained with minimum extra power consumption. In most
cases, VLC designs try to employ (digital) off-the-shelf high-power LED drivers [109],
and also to use the dimming capability usually offered by such devices. An outline of the
important role of LED drivers in smart lighting systems can be found in [2], while the
LED driver’s energy efficiency along with the OOK, VPPM and OFDM modulation
schemes is discussed in [118]. Usually, the large current of high-power LEDs controlled
by the driver circuit severely degrades its response. In [38] it is shown that OOK-based
systems nonetheless can achieve rather sound energy efficiency while enabling trans-
mission rates of 477 Mbit/s. In this case, the red device of a RGB-LED was driven by a
specially designed circuit with pre-emphasis, which improved the 3 dB bandwidth of the
optical Tx to 91MHz. Another approach to a simple and practical LED driver providing a
high overall Tx-bandwidth is based on drawing out the remaining carriers that exist in the
LED depletion capacitance during the “off” state of the OOK input signal [119].
These examples for OOK modulation indicate that it appears unrealistic to use stand-

ard driver circuits in OFDM/DMT-based systems, which exploit the bandwidth more
efficiently but need more complex analog circuitry, usually along with higher power
consumption. Because the optical Tx performance depends, inter alia, strongly on the
driver output impedance, careful impedance matching to the LED device or module is of
utmost importance. As a typical example, Fig. 8.13 illustrates the bandwidth of an optical
Tx including high-power LED and customized analog circuitry, which can drive currents
up to 1.2 A. Such a driver was employed in various VLC setups using either a RGB-LED
[8] or a YB-LED including blue filter [77, 120]. Compared to pure lighting, an increased
power consumption of about 30% is observed when changing to VLC operation at the
same brightness level at the Rx. In view of such power values, RF leakage can be stronger
than the received optical signal. That is why accurate RF shielding of the VLC Tx in any
case is an important subject.
Beyond the modulation scheme used in a VLC system, convenient ways for perform-

ance improvement are equalization at the Tx (pre-equalization), at the Rx (post-
equalization), or a combination of such techniques. As an example, pre-equalization
can be a part of the LED driving module [29].
Post-equalization is briefly addressed below. A noise cancellation method for an ACO-

OFDM Rx is presented in [121], where the anti-symmetry of the time domain signal
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samples inherent in ACO-OFDM is used to identify which samples of the received signal
are most likely to be due to the addition of noise. These samples are then set to zero. A
maximum gain of 3 dB in optical power can be achieved with this method. The same
pairwise maximum likelihood (ML) Rx structure can be employed in PAM-DMT systems
by considering their anti-symmetry properties. It is worth mentioning that the use of this Rx
technique in a system based on flip-OFDM results in the U-OFDM scheme as presented in
[84], cf. Sections 8.5.3 and 8.5.4. In another case, post-processing is proposed to eliminate
the effect of noise outside the maximum channel delay by means of a least square (LS)
channel estimation method [122]. The scheme is based on a comb-type pilot subcarrier
arrangement, where each OFDM symbol has pilot tones at periodically-located subcarriers.
After ordinary LS channel estimation, the derived channel is truncated in the time domain
according to the maximum channel delay via DFT and inverse DFT, respectively. In this
way, the method can significantly improve the BER performance, as has been proved by
simulation at different QAM constellation orders in a DC-biased DMT system.

Apart from the limited modulation bandwidth, white LEDs suffer from intrinsic non-
linearity. This effect is particularly detrimental when high PAPR modulation formats
such as DMTare employed. Much work has been done to overcome this impairment, cf.
Section 8.3.3. In [123], the application of Volterra equalization is proposed for compen-
sating ISI and the YB-LED non-linearity in a VLC system that employs M-PAM
modulation. It was demonstrated that a Rx using a decision feedback equalizer (DFE)
with non-linear Volterra feed-forward section up to the second order can efficiently
compensate effects of non-linearity of the transmitting LED and performs up to 5 dB
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Figure 8.13 VLC channel response taken with a network analyzer at a short distance from a high-power
YB-LED, which was driven by a custom-tailored analog driver circuit at a bias current of 0.7 A.
The effective modulation bandwidth was about 180 MHz. For comparison simulated first order RC
low-pass LED amplitude responses are also shown [120].
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better in terms of optical power than using a standard DFE. In view of such results, this
scheme is also attractive for DMT-based VLC systems.
It is hardly surprising that the SNR distribution in an area covered by indoor VLC can be

improved, as well as the spectral efficiency of the DMT-based modulation, by tilting the
(moving) receiver plane. Such a scheme has been proposed in [124] to enhance the
performance in an adaptive system, where a feedback channel is used to adapt bit and
power loading. The optimum tilting angle of the photodetector is determined by the Newton
method, which is a fast algorithm requiring a three-step search from the initial state.
Up to now, experimental comparisons of different system approaches and details thereof

are extremely scarce. Quite recently, the bit rate performances of various VLC approaches,
including DC-biased DMT, ACO-OFDM, and U-OFDM have been experimentally com-
pared in [125]. Clearly, the bandwidth efficiency of DC-biased DMT presents a higher bit
rate performance, but is of course less power efficient than ACO-OFDM. On the other
hand, the ACO-OFDM as well as the U-OFDM schemes suffer from the effect of baseline
wander in practical transmission, caused by the moving average of the asymmetric signal.
Such findings require closer examination in future work.

8.6.4 Implementation and demonstration

The feasibility of white LED intensity modulation using OFDM was validated for the
first time by experimental results as published in [126]. Since then, a lot of research and
analytical work, as well as simulations and experimental studies on DMT/OFDM-based
VLC, including subsystems thereof as discussed above, have been carried out. Despite
this, there are only a very small number of system implementations which incorporate
real-time signal processing for DMT/OFDMmodulation, etc. This is however mandatory
for system verification under real-life conditions and an important step for paving the
way to real commercial application.
An early proof-of-concept hardware demonstrator is shown in Fig. 8.14, where the

bandwidth of 45 kHzwas limited by the DSP development kit used for performingOFDM-
related signal processing. The aim of this system was to study the performance of phase-
incoherent optical OFDM under various conditions, e.g. against different electrical SNRs.
Moreover, the system served for characterization of the wireless channel and for modeling.
In the course of the European research and development project OMEGA, a fully-

fledged high-speed VLC system based on DMT modulation has been developed
and implemented, which offers wireless broadcast channels of 100 Mbit/s (net) in
homes [129]. Under real-life conditions such a performance was demonstrated for
the first time in February 2011, by broadcasting up to four HD video streams (80% uti-
lization of the 100 Mbit/s channel) simultaneously from a total of 16 YB-LED ceiling
lamps to a photodetector placed anywhere within the lit area of about 10 m2. An
illustration is given in Fig. 8.15. The MAC protocol (Optical Wireless MAC) developed
especially for this purpose, and digital signal processing functionalities for the PHY
layer, were implemented on FPGA boards. The PHY processing encompassed a typical
DMT modulator/demodulator including scrambler and forward error correction (FEC)
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encoder/decoder with parameters summarized in Table 8.5. The physical layer also
featured full synchronization on bit and frame levels [104, 130, 131].

More recently at Fraunhofer HHI, a bidirectional high-speed real-time VLC system
has been presented (Fig. 8.16), which operates in a time division duplex mode. Rate-
adaptive DC-biased DMT is implemented by feedback via the reverse link. The trans-
ceivers are equipped with proprietary VLC Tx and Rx modules providing a modulation
bandwidth of up to 180 MHz. However, the bandwidth used is below 100 MHz, limited
by the DSP chips. These transceiver modules can operate without active cooling and
offer 1000BASE-T Ethernet interfaces, cf. Fig. 8.16 (bottom).

LED lamp

9 LEDs
array

1 cm

1 cm

Figure 8.14 Left: Laboratory VLC demonstrator for initial unidirectional OFDM-based real-time experiments
[127]. Right: Reading lamp with an array of nine white LEDs in order to enlarge the coverage area
for OFDM experiments [128].

Table 8.5 Digital PHY parameters of the fully-fledged VLC demonstrator.

Parameter Value

Signal bandwidth (MHz) 30.5947
Number of subcarriers (incl. DC) 32
Length of cyclic prefix (samples) 4
QAM order 16
FEC (Reed Solomon) 187 207
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A particular advantage of this real-time VLC system is the variable throughput of up
to 500 Mbit/s with controlled BER, depending on the quality of the optical communi-
cation channel. The system offered the first mobile VLC experience. As shown in
Fig. 8.17, the most important parameter is the light intensity at the Rx, leading to an
almost proportional data rate adaptation. It should be noted that the observed

Figure 8.15 The first public demonstration of a high-speed VLC system using DMT modulation for
broadcasting multiple video streams at a data rate of 100 Mbit/s (125 Mbit/s gross data rate at PHY
layer). (Top) Array of VLC transmitters on the ceiling; (bottom) mobile receiver device consisting
of a photodetector and an amplifier for forwarding the signal to the demodulator and further to the
video screens.
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performance is similar with illumination LEDs of any color. IR-LEDs can be used as
well as white light phosphorous LEDs, which benefit from built-in pre-equalization
and thus do not require blue filtering at the Rx. The power consumption of this system
is only moderately increased – by 30% compared to the original lighting function – due
to an optimized LED driver design.

Figure 8.17 reveals another important result: high-speed non-LOS data transmission.
In this particular case, light was reflected by the white-painted wall to the Rx. More than
100 Mbit/s are possible at a link range of about 3 m, despite diffusion through reflection.

Figure 8.16 (Top): Two bidirectional transceivers communicating via a diffuse link. Different colors are used
for down and uplink as an example, but also the same colors can be used. (Bottom left): View of the
diffusing spot of the link at a (standard painted) wall at a distance of up to ~3 m from the
transceivers. The overall link length is about 6 m. (Bottom right): New generation of bidirectional
transceiver with a form factor of 87×114×42 mm3 (without lenses).
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In this way, the feasibility of a flexible and robust VLC connection was demonstrated at
high bit rates under different link scenarios.
A similar implementation was published recently in [91]. This VLC system used a YB-

LED device for the downlink and an IR uplink, with an integrated OFDM-based DSP
chip for real-time operation. The LED bandwidth of ~1 MHz has been increased to
~12 MHz by an analog pre-equalization technique without using a blue filter. The
modulation bandwidth of the DSP chip applied is between 2 and 30 MHz and the
adaptive OFDM modulation uses formats from QPSK to 16-QAM. This system offers
a data throughput up to 37 Mbit/s over about 1.5 m distance.
From all demonstrations discussed above it can be concluded that rate-adaptive

systems based on DMT modulation, as also used in radio and wired transmission, can
be implemented with off-the-shelf components. It has been shown that such systems
are an excellent solution for robust optical wireless-link systems with peak data rates
up to 500 Mbit/s under various lighting conditions. Nonetheless, the commercially
available DSP chips, which of course are not intended for application in VLC systems,
or solutions extensively tailored on FPGA, respectively, limit the data rate and the
overall system performance. Moreover, there are limits in optimization of important
parameters such as power consumption. Full custom integrated circuits using current
technology would be able to remove such shortcomings but would require entering the
mass market.
These experiments and measurements using real-time adaptive bidirectional VLC

systems fulfill an important intermediate step to turn the optical WiFi vision into reality.
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The next steps will integrate VLC technology into real-life room lighting, and will
implement extensions such as Mp-to-Mp functionality.

8.7 Summary

In this chapter, the use of DMT modulation schemes in VLC for indoor application is
presented along with the most important features and conditions. Items of VLC are
discussed with focus on the provision of high-speed links using DMT-based modulation,
i.e. only as far as there are special requirements of system design in that respect. In
accordance with the present status of research and development on OWC around the
world, the PHY layer is emphasized in this chapter.

Against this backdrop, the optical wireless channel is briefly characterized, and
methods to exploit its capacity by means of typical high-brightness LEDs intended for
lighting in combination with DMT-based modulation and IM/DD transmission are
presented. Properties of the basic DMT/OFDM versions, namely DC-biased DMT,
ACO-OFDM and PAM-DMT are discussed and compared. Moreover, several variants
of these schemes for use in VLC systems are highlighted. In a nutshell, DMT/OFDM
modulation is identified as a method of choice for exploiting VLC channels of restricted
bandwidth due to the LED device and the driver characteristics. The modulation schemes
are able to take advantage of the high SNR that is available in VLC scenarios based on
room lighting and typical brightness levels. A further important advantage is the ability to
adapt the modulation format of each subcarrier to the SNR of the channel, commonly
known as bit and power loading. Such an advanced exploitation of the channel capacity
also provides flexibility in coverage, but it requires a feedback link.

In addition, it has been shown that DMT modulation can also be applied to most
advanced VLC transmission schemes using WDM and MIMO techniques. By means of
WDM the transmission capacity can be multiplied, however, multi-color LEDs as well as
more complex or colored Rx units are necessary in such a scenario. Higher bit rates are
also possible using MIMO technologies. Related research is in an early phase but at a
high level of activity.

The numerous comparative analyses of the DMT/OFDMmodulation formats show that
both of the basic schemes using asymmetrical clipping, i.e., ACO-OFDM and PAM-DMT,
are best at low spectral efficiency and high power efficiency, i.e. where power consump-
tion rather than bit rate is of importance. Their computational complexity is nearly the
same. However, these schemes as well as variants proposed and under discussion have not
yet left the laboratory stage due to the difficulty of real-time implementation, which is
mandatory for VLC verification under conditions such asmobility. On the other hand, DC-
biased DMT has the lowest computational complexity among the three major DMT/
OFDM modulation formats. The scheme is expected to offer the highest data rate in
applications, where the additional DC bias power required inVLC to create a non-negative
modulation signal can provide a complementary functionality, such as illumination. In
fact, the record-breaking results in transmission rate as presented in [8, 9, 11, 46] have all
been achieved using DC-biased DMT. The first implementations and transceiver
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prototypes, as far as they have been made public, also use DC-biased DMT including real-
time signal processing, thus enabling a mobile VLC experience. According to this, the
suitability of DMT modulation for robust indoor VLC application at high data rates has
been confirmed already by real-life verification and public demonstration.
It is also important to note that the poor modulation bandwidth of white light LEDs of

the YB-type is not an issue any more. It has been demonstrated that the blue filter, which
mitigates the adverse effect of the phosphor layer but is unfavorable concerning the
power budget, can be replaced by equalization. In that way, the optical power reaching
the Rx can be fully exploited at bit rates of several 100 Mbit/s or even more.
Although DMT-based modulation has continually gained in popularity due to its

attractive performance, various versions of single-carrier frequency domain equalization
(SCFDE) transmission move into the VLC spotlight. These techniques offer reduced
PAPR, which may result in an overall better performance [132, 133]. Newly, DC-biased
DMT and SCFDE transmission have been compared in a WDM experimental setup,
where aggregate data rates of 2.5 Gbit/s and 3.75 Gbit/s respectively, have been achieved
[134]. Hence, the SCFDE scheme clearly outperformed DMT in that setup. Another
single-carrier modulation scheme, namely carrier-less amplitude and phase (CAP)
modulation has been explored too [79]. An aggregate bit rate of 3.22 Gbit/s, again
achieved in a WDM experiment, confirms the significance of single-carrier modulation
as an important option for high-speed VLC systems. Ways for further performance
improvement on PHY level may also be opened by a quasi balanced detection scheme
for OFDM signals, recently introduced in [135].
So far work on both VLC and LED-based lighting has focused on vital issues of each

individual domain. More specifically, lifetime, color, luminous efficacy, etc. of devices
have been subjects investigated in LED lighting development, while topics such as LED
modulation and driving, related signal processing and link control have been addressed in
communications. True VLC system design, however, needs multi-disciplinary work
covering communications and lighting technology as well. For example, LED long-
term behavior under VLC operation including a potentially high PAPR needs to be
verified, as so far there is only initial experience. Regarding LED modulation and power
supplies, it may be useful to drive LED lamps as an integral part of the existing
infrastructure directly with AC-power. Basic results on such a VLC approach, yet at
low speed and using OOK, have been published recently in [136]. Additional research is
also necessary to examine LED modulation effects on light quality in practical smart
lighting scenarios. As is correctly pointed out in [12] for the dual-use case, VLC and light
intensity control are in conflict. Thus, it is important to consider DMT-compatible
(hybrid) dimming schemes in extended VLC standards. They should also take into
account emerging standards on radio and wired transmission, which are closely related
from the VLC systems point of view. It is an open issue whether lighting and energy
demands will be met in all respects. Thus, this presents a field for further studies. More
verification in real environments is also necessary, which calls for joint work by the
communications and lighting industries.
Several VLC techniques have been verified by experiments with reliable off-line

processing and also by a few demonstrations using components off the shelf. Real
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low-cost systems now need custom designed devices, such as integrated DSP for
optimization of VLC performance and features to be considered, as stated in this chapter.
In this matter, interaction with DSP chip manufacturers is necessary along with ongoing
work of standardization at the system level.

Finally, it must be mentioned that system integration has been considered only at a
rudimentary level so far and mobility-related issues such as handover in VLC have not
been adequately addressed. Moreover, a dedicated standardization roadmap is essential
for future availability of VLC in portable devices [137]. Standardization activities so far
emanate from the Infrared Data Association (IrDA) interest group and from the IEEE.
Whereas the IrDA mainly provides specifications for wireless infrared protocols, the
IEEE has published a first OWC standard, IEEE 802.15.7–2011, for VLC. The recent
extension of the International Telecommunication Union (ITU) g.hn standard (ITU-T
Recommendation G.9960, 2011) foreseeing an optical channel is also of importance, cf.
[102], concerning integration of VLC, e.g. into home networks and cooperation with
present infrastructure.

Even if there are still challenges as named above, which are being faced by research
and development, VLC presents a realistic and promising supplementary technology to
radio communication.
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9 Image sensor based visible
light communication
Shinichiro Haruyama and Takaya Yamazato

9.1 Overview

Image sensors are used in digital cameras and a large number of imaging devices for
industrial, media, medical, and consumer electronics applications. An image sensor
consists of a number of pixels; each pixel contains a photodiode (PD), which is generally
used as a receiver in visible light communications (VLC). Thus, an image sensor
consisting of a number of pixels can also be used as a VLC receiver. A particular
advantage of using image sensors, due to the massive number of available pixels, is the
ability to spatially separate sources. Owing to the spatial separation of multiple sources,
the VLC receiver uses only the pixels that sense LED transmission sources, discarding
other pixels, including those sensing ambient noise. The ability to spatially separate
sources also provides an additional feature to VLC, i.e., the ability to receive and process
multiple transmitting sources.
In this chapter, we introduce VLC using an image sensor [1]. After presenting an

overview of image sensors in Section 9.2, we introduce the use of an image sensor as a
VLC receiver in Section 9.3. We provide a design of an image sensor based VLC system
in Section 9.4. In Sections 9.5 and 9.6, we respectively introduce the following two
unique applications of VLC systems using an image sensor: (1) massively parallel visible
light transmission that can theoretically achieve a maximum data rate of 1.28 Gigabits per
second; and (2) accurate sensor pose estimation that cannot be realized by a VLC system
using a single-element PD. Applications of image sensor based communication are also
presented in Section 9.7 for traffic signal communication, position measurements in civil
engineering, and bridge position monitoring. Finally, in Section 9.8, we summarize our
conclusions.

9.2 Image sensors

An image sensor is a device that converts an optical image into an electronic signal.
Image sensors are used in digital cameras, camera modules, video recorders, and other
imaging devices. As we describe later, image sensors can also be used as VLC
receivers.



An image sensor consists of n × m pixels, ranging from 320 × 240 (QVGA) to
157 000 × 18 000 (line scanner). Each pixel contains a photodetector and devices for
readout circuits. The pixel size ranges from 3× 3 to 15 × 15 μm2, limited by the dynamic
range and cost of the optics. The fraction of pixel area occupied by the photodetector is
called the fill factor. The fill factor ranges from 0.2 to 0.9; a high fill factor is desirable.
The readout circuits included in pixel devices determine the sensor conversion gain,
which is the output voltage per photon collected by the PD. The readout speed determines
the frame rate, which is typically 30 frames per second (fps). High frame rates are
required for many industrial and measurement applications. Needless to say, VLC
must use a high-frame-rate image sensor.

Two major types of image sensors are the charged coupled device (CCD) image sensor
and the complementary metal oxide semiconductor (CMOS) image sensor [2,3]. Aside
from CCD and CMOS sensors, a two-dimensional PD array is often used for massively
parallel VLC.

9.2.1 CCD image sensor

Figure 9.1 shows the block diagram of a CCD image sensor. In the figure, when exposure
is complete, a CCD sequentially transfers each pixel’s charge packet. Then, the charge is
converted into voltage and directed off-chip. In CCDs, incident photons are converted
into electric charges and accumulated during the exposure time in a photodetector.
Because CCDs use optimized photodetectors, they can offer high uniformity, low
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noise levels, and low dark current in combination with a high fill factor, high quantum
efficiency, and high sensitivity; however, they do suffer from a number of drawbacks. For
example, they cannot be integrated with other analog or digital circuits, such as clock
generators, control circuits, or analog-to-digital convertors. Moreover, they require high
amounts of power, and due to the required increase in transfer speeds, their frame rate is
limited, especially for large sensors.

9.2.2 CMOS image sensor

Figure 9.2 shows the block diagram of a CMOS image sensor. These sensors have gained
popularity in recent years because of their advances in multi-functionalization, low manu-
facturing costs, and low power consumption. The key element of a CMOS image sensor is
the PD, which is one component of a pixel. PDs are typically organized in an orthogonal
grid. During operation, light (photons) passing through a lens strikes the PD, where it is
converted into a voltage signal and passed through an analog-to-digital converter. The
converter output is often referred to as a luminance. Since a CMOS image sensor is
composed of a PD array, PD outputs, i.e., light intensity or luminance values, are arranged
in a square matrix to form a digital electronic representation of the scene.
The primary difference between CCD and CMOS image sensors is the readout

architecture; for CCDs, charge is shifted out by the vertical and the horizontal transfer
CCD, while for CMOS image sensors, charge or voltage is read out using a row and
column decoder, similar to a digital memory.
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9.2.3 Comparing CCD image sensors, CMOS image sensors, and photodiodes (PD)

Table 9.1 compares CCD image sensors, CMOS image sensors, and PDs. For commu-
nication, since PD is much faster than the CCD and CMOS image sensors, a single PD
is attractive and has been a frequently used receiver. The PD is easy to fabricate and has
low production costs; however, it usually has a non-linear response to light. For
transmissions exceeding Gbps speeds, a two-dimensional PD array is used for mas-
sively parallel VLC.

Advantages of CCDs are the resulting high-quality imaging, i.e., CCDs have opti-
mized photodetectors, very low noise, and no fixed pattern noise; however, CCDs cannot
integrate with other analog or digital circuits, including clock generators, controllers, or
analog-to-digital converters. High power consumption and limited frame rates, espe-
cially for large sensors, are also disadvantages of CCDs.

The speed of the readout processes for CMOS image sensors could be increased
by selecting a specific set of pixels, while discarding others. Sampling a small
number of relevant pixels dramatically increases readout speeds. Using this
technique or other related techniques, frame rates of 10 000 fps or more are
possible [5].

The potential for product integration is another advantage of CMOS image sensors
over CCDs. This potential makes possible the realization of a complete single-chip
camera with timing logic, exposure control, and analog-to-digital conversion.
Furthermore, integration of communication pixels with conventional image pixels
has also become possible [4]. Of late, most chips found in computers and other
electric goods are manufactured using CMOS technology. Chip manufacturing plants
cost millions of dollars to set up, but provided that they produce chips in sufficient
quantities, the resultant price per chip is very low, particularly when compared with
other technologies. Thus, drastic reductions in costs are possible even for high-
frame-rate CMOS image sensors, as long as the market demand for such chips is
high.

Table 9.1 Comparison of CCD image sensors, CMOS image sensors, and PD

CCD CMOS PD

Speed moderate to fast fast very fast
Sensitivity high low high
Noise low moderate low
System complexity high low very low
Sensor complexity high low very low
Chip output analog voltage digital bits analog voltage
Energy consumption moderate low low
Spatial separation yes yes no
Product integration low high no
Production cost moderate very low very low
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9.3 Image sensor as a VLC receiver

A CMOS image sensor can be used as a VLC receiver [1,4]. A particular advantage of
using a CMOS image sensor, due to the massive number of available pixels, is its ability
to spatially separate sources. Here sources include both noise sources, such as the Sun,
streetlights, and other ambient lights, and transmission sources, i.e., LEDs.
The ability to spatially separate sources also provides an additional feature to VLC,

i.e., the ability to receive and process multiple transmitting sources. As shown in Fig. 9.3,
the data transmitted from two different LED transmitters can be captured simultaneously.
Further, if a source is composed of multiple LEDs, parallel data transmission can be
accomplished by independently modulating each LED.
The output of the CMOS image sensor forms a digital electronic representation of the

scene, which provides unique opportunities that cannot be realized by a single-element
PD or radio-wave technology. For example, it offers the ability to simultaneously utilize a
multitude of image and video processing techniques, such as position estimation, object
detection, and moving target detection, via the data reception capability of a VLC link.
As another example, consider a situation in which a receiver is equipped with a CMOS

image sensor. To begin with, a VLC signal is captured along with its spatial position (X,Y)
or the actual row and column position of a pixel. This means that the VLC signal can be
represented not only by a time domain signal, but also by the direction of the incoming
vector from the transmitter to the receiver. Consequently, requisite position data, which
can be obtained via GPS or another position estimation system, will be available
inherently through VLC transmission.
In the following subsections, we present important technical features associated with

an image sensor used as a VLC receiver.

9.3.1 Temporal sampling

The Nyquist–Shannon sampling theorem, sometimes referred to as the Shannon–
Someya sampling theorem, is a fundamental theorem that applies to time-dependent

Noise sources (the Sun, streetlights, etc.)

An LED transmitter (data 1)

An LED transmitter (data 2)

Lens
Receiver (image sensor with 6 × 6 pixels)

Address (X3, Y3) Noise

Address (X1, Y1) Data 1

Address (X2, Y2) Data 2

Figure 9.3 Advantages of the image sensor based VLC.
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signals. This theorem states that if an LED transmitter generates a discrete-time signal
with the time interval Ts, i.e., the data rate Rs = 1/Ts sample-per-second (bps), then the
frame rate of an image sensor must be greater than or equal to 2Rs fps. If the frame rate is
less than 2Rs fps, then temporal aliasing occurs and the signals become indistinguishable,
resulting in a situation in which the original signal is difficult to reconstruct.

Figure 9.4 shows an example of an LED transmitter with on-off-keying (OOK)
modulation and an image sensor receiver. The transmitter consists of multiple LEDs
generating the same signal, which can be used in this case.

Suppose that the frame rate of a CMOS image sensor is 30 fps, then the transmission
rate, or equivalently the blinking rate, of an LED has to be ≤15 Hz to meet the sampling
theorem. Only at blinking rates ≤15 Hz, can the receiver recognize the blinking.

If the frame rate is 1000 fps, then the LED blinking rate becomes 500 Hz. Blinking at
such a fast rate is invisible to the human eye, thus we recognize LED sources as
continuous illuminating devices that do not blink. The use of high-frame-rate image
sensors is mandatory for VLCs.

9.3.2 Spatial sampling

The ability to spatially separate sources also provides an additional feature to VLCs, i.e.,
the ability to receive and process multiple transmitting sources. As shown in Fig. 9.3,
data transmitted from multiple LEDs (data 1 and data 2) can be simultaneously captured;
this allows parallel data transmission by separately modulating each LED of a source
comprising multiple LEDs [4].

Figure 9.5 shows an example of a 3 × 3 LED array transmitter modulated in OOK
format with each LED transmitting a different signal. This is one of the advantages of
using an image sensor as a VLC reception device: parallel data transmission can be
achieved by separately modulating each LED.

The sampling theorem described above is for one-dimensional discrete-time signals,
but it can be easily extended to images using real numbers to represent the relative
intensities of pixels (picture elements).

Similarly to one-dimensional discrete-time signals, images also may suffer from
aliasing if the sampling resolution or pixel density is inadequate. For example, if the
distance between LEDs is too small, aliasing can occur. In general, four pixels for each
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LED (i.e., two each for the row and the column) are required. The resultant aliasing
appears as a Moiré pattern or loss in higher spatial frequency components of the image.
The solution for better sampling in the spatial domain in this case would be to move the
receiver closer to the transmitter, use a higher-resolution image sensor, or use a telescopic
lens to enlarge the transmitter’s image. In Subsection 9.4.5 below, we discuss the effect of
communication distance and spatial sampling.

9.3.3 Maximal achievable data rate

In this subsection, we evaluate the maximal achievable data rate ϑ of image sensor based
VLC. To begin with, consider an image sensor with N × M pixels, each pixel producing
G-level gray scale signals. Let Fr be the frame rate. Then the maximal achievable data
rate is obtained as ϑ ¼ 1

8NM log2G Fr, with the 1/8 factor as the rate reduction by the
sampling of three-dimensional signals.
For example, if we consider a QVGA (320 × 240 pixels) 256 gray scale image sensor

with a frame rate of 1000 fps, then the maximal achievable data rate reaches 76.8 Mbps
using a 160 × 120 LED array transmitter. The latest Photoron FASTCAM SA-X2 captures
12-bit gray scale images at a frame rate of 720 000 fps with an image size of 256 × 8 pixels
[5]. In this case, the data rate reaches 2.2 Gbps using a 128 × 4 LED array transmitter.
Note that the data rate obtained above is for the image sensor designed for digital

imaging in which pixels are densely organized. If each pixel is placed with a gap to avoid
spatial aliasing and the reception speed is much faster than the transmission data rate to
avoid temporal aliasing (as is the case in Section 9.5 below with massively parallel visible
light transmission), then we may drop the 1/8 factor and the rate is governed by the
transmitter. For example, for an N × M LED array transmitter with each LED producing
a G-level luminance signal with data rate Rb, the rate becomes ϑ = NM log2 G Rb.

9.4 Design of an image sensor based VLC system

9.4.1 Transmitter

In the design of an image sensor based VLC system, wemay use a single or a multiple LED
transmitter (i.e., an LED array, as shown in Fig. 9.6). Here, we focus on the latter, i.e., the
LED array transmitter.
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Consider an LED array transmitter that consists of M × N LEDs. The transmitter
generates a non-negative binary pulse with width Tb, where Tb is the bit duration. The
data rate will be Rb ¼ 1

Tb= Þð . Hence, since each LED transmits a different bit, the bit rate
of the transmitter becomesMNRb. As shown in the figure, the luminance of the LED can
be modulated by changing the width of Tb or via the pulse width modulation (PWM)
technique [6]. For example, the PWM technique shown in Fig. 9.7 produces a five-level
set of luminance values, i.e., 0, 1/4, 1/2, 3/4, and 1 (maximum luminance). Omitting the 0
luminance signal to avoid an entirely dark period, a four-level signal is produced.
Accordingly, the PWM produces G-level gray scale signals and the data rate becomes
MN log2 G Rb. Finally, the PWM signal is converted into a two-dimensional signal, and
each LED transmits data in parallel by individually modulating its luminance. In other
words, we transmit data as a two-dimensional LED pattern.

Note that the packet format is shown below the transmitter in Fig. 9.6. A unique code,
such as the Baker code sequence, may be used for temporal synchronization.
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Figure 9.6 Basic structure of a multiple LED transmitter (i.e., an LED array).
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9.4.2 Receiver

As shown in Fig. 9.8, the receiver consists of an image sensor, an image processing unit,
and a data detection unit. The image size of the image sensor must be larger than the
transmitter LED array so as to avoid spatial aliasing. Further, the frame rate must be at
least twice as fast as the data rate or blinking rate of each LED.
The transmitted signal arrives at the image sensor receiver through the optical channel.

After the header image-processing unit, the signal is fed to the data image-processing
unit, which consists of an LED array tracking unit, an LED position estimation unit, and a
luminance extraction unit. Simple template matching can be used for the tracking.
After LED array tracking, LED position estimation is performed, locating the position of

each of the LEDs based on the pixel row and column, as well as the luminance values. This
is only possible if accurate LED array detection is achieved, because both the shape of
the LED array and the LED array tracking are necessary for the output. Finally, the output
of the data image-processing unit is fed to a decoder, which outputs the retrieved data.

9.4.3 Channel

It is generally accepted that VLC links depend on the existence of an uninterrupted line-
of-sight (LOS) path between the transmitter and receiver. In contrast, radio links are
typically susceptible to large fluctuations in received signal amplitudes and phases.
Unlike radio-waves, VLC does not suffer from multipath fading, which significantly
simplifies the design of VLC links. Because VLC signals travel in a straight line between
the transmitter and receiver, they can be blocked easily by vehicles, walls, or other
opaque barriers. This signal confinement makes it easy to limit transmissions to receivers
in close proximity. Thus, VLC networks can potentially achieve remarkably high
aggregate capacity and a simplified design, because transmissions outside the commu-
nication range need not be coordinated. In other words, it is not necessary to consider
sources outside the visual range.
However, VLC has several potential drawbacks. First, since visible light cannot

penetrate walls or buildings, VLC coverage is restricted to small areas and some
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Figure 9.8 Receiver for image sensor based VLC.
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applications will therefore require the installation of access points that must be inter-
connected via a wired backbone. Further, in addition to outright physical blocks, thick
fog or smoke can blur visible light links and decrease system performance.

In short-range VLC applications, the signal-to-noise ratio (SNR) of a direct-detection
receiver is proportional to the square of the received optical power. Therefore, VLC links
can tolerate only a comparatively limited amount of signal path loss.

In the next subsection, we present unique characteristics of the image sensor based
VLC channel from the viewpoint of the image sensor itself.

9.4.4 Field-of-view (FOV)

The field-of-view (FOV) is an important parameter for defining the image-capturing
range of the receiver. There are three FOV types, namely horizontal FOV, vertical FOV,
and diagonal FOV. We can calculate the FOV from the focal length of the lens and the
image sensor size. As an example, Fig. 9.9 shows the calculation of the diagonal FOV
using focal length and sensor size. The diagonal FOV is the widest of the three FOVs;
thus, we define the diagonal FOVas the maximum FOV (FOVmax) [7].

The image-capturing range of the channel differs depending on the width of the FOV.
For narrow FOVs, the receiver is equipped with a telescopic lens that captures a
magnified image of a target source, usually located far away. In other words, the receiver
captures the target as if the transmitter is placed in front of the receiver. Thus, the receiver
can easily recognize each LED having a transmitter. In addition, the receiver is less
physically affected by ambient light noise, because light other than the target transmitter
has difficulty penetrating the lens in the narrow FOV. At first glance, these characteristics
seem favorable; however, the number of transmitters that the receiver simultaneously
recognizes decreases, because the receiver limits the number of transmitters used for
communication.

In the case of a wide FOV, a large view can be captured. Unlike a narrow FOV, a
wide FOVallows the receiver to simultaneously capture numerous transmitters without
limiting the number of target sources. If these target transmitters send data using visible

Diagonal field of view θd = FOVmax = 2 tan–1(f/2d)
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Figure 9.9 Field-of-view (FOV).
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light, the receiver can obtain these data. More specifically, if the receiver can distin-
guish visible light from transmitters within the FOV, all data from transmitters can be
received; however, the size of each target on the image is different and depends on the
communication distance. The size of the target on the image decreases as the distance
between transmitter and receiver increases. In addition, a receiver with a wide FOV is
susceptible to more ambient light noise as compared to a receiver with a narrow FOV,
because the probability that the receiver recognizes light sources other than VLC
transmitters is high.

9.4.5 Effect of communication distance and spatial frequency

As described in Subsection 9.3.2 above, the size of a target (i.e., the transmitter LED
array) for a captured image differs according to the communication distance. Generally,
this size increases as communication distance of the target decreases. Figure 9.10 shows
the LED array used to evaluate the relationship between communication distance and the
number of pixels of the LED array. Let the actual distance between neighboring LEDs be
da. We use an LED array with da = 20 mm and an image sensor receiver with a focal
length of 35 mm and a resolution of 128 × 128. Here, we define pixel distance dp as the
distance between two neighboring LEDs on the image sensor. From Fig. 9.10, the
numbers of pixels of the LED array are observed to differ depending on the communi-
cation distance. We focus on the number of LEDs on the array and the number of pixels in
the image. As discussed above, to distinguish each LED on the array for an image, the
number of pixels should be twice the number of LEDs [8].

32 pixels

20 m 30 m 40 m 50 m 60 m 70 m

23 pixels 18 pixels
Number of pixels of the LED array

Communication distance 

Spatial frequency

LED array
16 ×16 LEDs

all LEDs are ON-state

High-frame-rate
CMOS camera

(focal length = 35 mm)

Image sensorActual LEDs

Actual distance between
neighboring LEDs (da)

Pixel distance between
neighboring LEDs (dp)

High Low

14 pixels 12 pixels 9 pixels

Figure 9.10 Number of pixels of the LED array in relation to communication distance.
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The LED array has 256 LEDs arranged in a 16 × 16 square matrix. In this layout, the
allocation of 32 × 32 pixels is necessary to distinguish each LED on the array. This
requirement is satisfied when the communication distance is 20 m, as illustrated in
Fig. 9.10. Next, we need to determine the number of LEDs required to distinguish each
LED for various communication distances.When the communication distance is 40 m, the
number of pixels is 18 × 18. In this situation, if the transmitter has LEDs arranged in a 9 × 9
or smaller square matrix, then the receiver can distinguish each LED on the image. This
requirement is equivalent to sending data using 8 × 8 LEDs or every other LED of the
16 × 16 LED array. In the same manner, when the communication distance is 70 m, the
requirement is 16 LEDs arranged in a 4 × 4 square matrix or less, which is equivalent to
sending data using 4 × 4 LEDs, or every fourth LED of a 16 × 16 LED array.

Next, we again focus on the effect of communication distance from the viewpoint of
spatial frequency. Spatial frequency refers to the number of pairs of bars imaged within
the image sensor. The spatial frequency may be found by applying the two-dimensional
Fourier transform. Higher resolutions result in the improved detection of high-spatial-
frequency components of fine-textured objects.

As shown in Fig. 9.10, the 20m LED array image (32 × 32 pixels) has more high-
frequency components than the 70m LED array image (9 × 9 pixels). The reduction in
the number of pixels of the LED array results in the reduction of high-frequency
components. In other words, the longer the distance, the more high-frequency compo-
nents are lost. This reflects the fact that the channel is a low-pass channel with a cutoff
frequency that decreases as the distance between transmitter and receiver increases [9].

9.5 Massively parallel visible light transmission

9.5.1 Concept

The speed of visible light communication (VLC) is limited by the frequency response
characteristics of a visible light LED and a visible light optical sensor. Avisible light optical
sensor such as an Si PIN PDhas frequency response characteristics over 10MHz; however,
a typical white LED, which consists of a blue LED and yellow phosphor, has a 3 dB cutoff
frequency smaller than 10 MHz due to the slow response of phosphor [10]. Therefore,
achieving high-speed data transmission is difficult by using typical white LEDs.

One of the methods for improving performance is to use multiple transmitters and
receivers in order to achieve parallel data transmission. A basic concept of massively
parallel data transmission is shown in Fig. 9.11.

In massively parallel data transmissions, the transmitter consists of an array of
multiple LEDs, and the receiver consists of multiple PDs. Multiple receivers for free-
space optical communication have been researched previously. In [11], the authors
proposed a fly-eye receiver including multiple ball lenses and PDs used to receive
multiple data in parallel. This system was fairly complicated because it was required to
look in different directions simultaneously. In [12], the authors proposed an imaging
diversity receiver employing a 37-pixel imaging receiver. This system was designed to
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be used not only for LOS communication, but also non-LOS communication by
selecting and combining signals from multiple PDs; however, it did not consider
parallel data reception. Conversely, in both [13] and [14], the authors proposed
massively parallel data transmission via a PD array consisting of 256 PDs. We describe
the details of such an approach in the next section.
Conventional image sensors have a two-dimensional array of PDs; however, they

usually have slow frame rates, in the range 10–30 fps, due to their mechanism of
sequentially reading data from PDs, i.e., pixels. This frame rate is not fast enough for
the massively parallel data transmission to achieve the desired data rates that exceed
Gbps; however, there is a special type of two-dimensional PD array having each signal
from individual PDs connected to a package pin such that all PD reception data can be
read out in parallel. One example of such a two-dimensional PD array with parallel read-
out is shown in the middle picture of Fig. 9.15.

9.5.2 System architecture

Figure 9.12 shows the system architecture of a massively parallel data transmission system.
A data stream is divided into multiple packets and transmitted independently from each
LED in the transmitter LED array. The receiver, which is composed of a lens and a two-
dimensional image sensor, demodulates all the signals in each pixel in parallel. Haruyama’s
group at Keio University in Japan developed a high-speed massively parallel data
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Figure 9.11 Massively parallel data transmission of visible light communication.
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transmission system using a white LED array and a two-dimensional PD array [13,14]. The
details of this system are described in this subsection.

The system architecture consists of a parallel visible light transmitter, a parallel visible
light receiver, and an uplink infrared connection. The link between transmitter and
receiver must first be established, as is described in the next subsection. After the link
is established, data to be transmitted are converted toM parallel data packets. The address
that indicates the position in the two-dimensional LED array is attached to each data
packet, along with an error detecting code of cyclic redundancy check (CRC). These
parallel packets are allocated to J LEDs and transmitted by these LEDs. At the parallel
visible light receiver, each PD of the PD array independently detects the incoming light
signal, and then performs error detection to check if the received bits are correctly
recovered from the optical signal for each PD. If some have errors, an Automatic
Repeat reQuest (ARQ) is performed by sending the request via the uplink infrared
connection. If all parallel data are correctly received, they are converted to serial data.

The configuration of the system developed by Haruyama’s group at Keio University is
shown in Fig. 9.13.

The two-dimensional LED array, composed of 24 × 24 white LEDs, can be used as a
transmitter. The visible light receiver consists of a lens and a two-dimensional PD array that
consists of 16 × 16 PIN PDs. The uplink connection consists of an infrared LED attached to
the two-dimensional receiver andan infraredPDattached to the two-dimensional transmitter.

Infrared LEDs
24 × 24 white LEDs

Infrared LED

16 × 16 photo diode array
Photo diode
with infrared filter

Visible light downlink

Infrared
synchronization

signal

Lens

Infrared uplink

Photo diode with
infrared filter

Figure 9.13 System configuration of a massively parallel data transmission system.
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9.5.3 Link establishment

In parallel wireless VLC systems, multiple transmitted signals are spatially separated by a
receiver lens. The image of the LED lighting transmitter is projected onto the PD array.
All signals transmitted from different LEDs are independently received by each pixel of
the image sensor. Before data transmission, we must first know the relationship between
the transmitted signal and the receiving PD. Figure 9.14 shows the link establishment
sequence.
The receiver first sets up the zoom of a lens by finding an appropriate pitch of the

projected LEDs. Details of the zoom method can be found in [14]. Even if the zoom is
correctly set up, cases with multiple LEDs projected onto the same PD will be present, as
shown in Fig. 9.14, resulting in interference if different signals are sent from multiple
LEDs to the same PD. Therefore, LEDs have to be correctly assigned to corresponding
PDs to avoid such interference. This is achieved by sending appropriate information from
receiver to transmitter using an uplink connection. The details of the LED and PD
assignment can be found in [13]. The data transmission begins only after the completion
of LED and PD assignment.

9.5.4 Prototype of a massively parallel data transmission system

Our actual prototype is shown in Fig. 9.15. The 24 × 24 visible light LED array trans-
mitter is able to send individual data from each LED, each of which is controlled by the
field-programmable gate array (FPGA) at the back of the LED board. At the receiver, the

Start

Zooming setup

LED and photo diode assignment

Link is established and
start data transmission

If 5 LEDs are projected onto photo diodes as shown above,
four LEDs will be assigned to different photo diodes and the
remaining one LED will not be assigned to any photo diode.

3 4

1

Zoomed-out image of an
LED array projected
onto a photo diode array

Correctly zoomed-in to
have an appropriate pitch
of the projected LEDs

2

Null

Figure 9.14 Link establishment sequence.
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light from the transmitter goes through a zoom lens with a focal length ranging from
28 mm to 300 mm; the focused image is projected onto a 16 × 16 PD array device. The
two-dimensional PD array chip was made by Hamamatsu Photonics. The rate of the
transmitted signal from one LED is 5Mbps; thus, when maximum parallelism is attained,
the theoretical maximum data rate is 16 × 16 × 5 Mbps = 1280 Mbps.

9.6 Accurate sensor pose estimation

9.6.1 Overview

In image sensor based VLC, it is possible to compute a sensor (i.e., camera) pose with
computer vision techniques [14–16]. This is one of the major advantages as compared
with other communication techniques. Below, we introduce the basis of computer vision
for pose estimation, as well as a pose estimation method combined with both computer
vision and VLC techniques.

9.6.2 Single view geometry

Computer vision is a field involving analyses of the geometry of the real world from the
images captured with a camera. In general, research issues are classified into the
estimation of the camera pose and the reconstruction of the three-dimensional shape of
an object (i.e., three-dimensional modeling) from an image or image sequence. Related
research fields of computer vision include image processing, pattern recognition, and
machine learning for scene recognition and understanding.

24 × 24 visible light LED
array transmitter and

receiver

Close-up view of 24 × 24 visible light LED
array transmitter with FPGA circuits

16 × 16 photo diode array device Visible light receiver
with photo diode

array and zoom lens
(f = 28 mm ~ 300 mm)

Figure 9.15 Prototype of a massively parallel data transmission system.
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In image sensor based VLC, an image sensor can receive data simultaneously
transmitted from multiple lights, because each pixel on the sensor is treated as a
receiver. Further, the positions of the lights are acquired as feature points on the
image sensor and can be used for camera pose estimation. Since this is a traditional
research issue, substantial research is readily available in the literature on camera
pose estimation using points [14]. Below, we introduce the basis of single-camera
geometry for camera pose estimation. Note that the term “pose” here represents the
position and orientation relative to some coordinate system in the field of computer
vision.
As shown in Fig. 9.16, camera geometry is described via three coordinate systems,

namely the three-dimensional world coordinate system, the two-dimensional image
coordinate system, and the three-dimensional camera coordinate system. A camera
pose is normally defined as the position and orientation of the camera coordinate system
relative to the world coordinate system. The mathematical representation of the position
and orientation is equivalent to the parameters of geometric transformation from the
world coordinate system to the camera coordinate system as

~
Xc ¼

R t

0 1

� 
~
Xw;

where
~
Xc ¼ ðXc; Yc; Zc; 1ÞT is a homogeneous camera coordinate system,

~
Xw ¼

ðXw;Yw; Zw; 1ÞT is a homogeneous world coordinate system, R is a 3 × 3 rotation matrix
(orientation), and t is a 3 × 1 translation vector (position). Therefore, a camera pose is
equivalent to [R|t].
The camera coordinate system is defined as the system with its origin located at the

camera center and the direction of Zc perpendicular to the image plane from the camera
center. The intersection of the image plane and Zc axis is called principal point p = (px, py).
In the pinhole camera model, a three-dimensional point Xc = (Xc, Yc, Zc)

T in the camera
coordinate system is projected onto a two-dimensional point x = (x, y)T in the image
coordinate system as

Camera coordinate system

Image coordinate system

World coordinate system
Xw

Yw

Ow

Zw

Xc

Yc

Oc

Zc

f

y

x

p

x

X

Figure 9.16 Single view geometry.
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ðx; yÞT ¼ f
Xc

Zc
þ px; f

Yc
Zc

þ py

� �T

;

where f is the focal length of the lens. By establishing camera calibration matrix A as

A ¼
f 0 px
0 f py

0 0 1

2
64

3
75;

the projection of a three-dimensional point in the world coordinate system onto a two-
dimensional point in the image coordinate system is described as

~x � A Rjt½ � ~Xw;

where~x ¼ ðx; y; 1Þ is a homogeneous image coordinate. This equation can be simplified as

~x ∼ P
~
Xw

P ¼ A Rjt½ �;

where P is a 3 × 4 perspective projection matrix that also represents a camera pose.
To estimate a camera pose by solving the above equations, obtaining multiple sets of

~x and
~
Xw is mandatory. For example, P is linearly computed from six sets, because there

are 12 unknown parameters in P and two equations are determined from one set. If A is
known by using a camera calibration technique [17], it is possible to compute a camera
pose with up to four pairs of solutions [18]. Because many solutions under different
conditions have been proposed in the literature, solutions are not limited to the ones
described above.

9.6.3 Pose estimation using lights

As explained above, acquiring multiple sets of a world coordinate and its projected image
coordinate for camera pose estimation is necessary. In image sensor based visible light
communication, such sets are acquired using lights.

Figure 9.17 shows an overview of pose estimation using lights. Lights are first placed
in a target scene and their three-dimensional world coordinates are measured using an
electronic distance meter, such as a total station. To compute the image coordinate of a
light and receive its transmitted data, a camera captures the lights at a fixed position,
because a light should be captured at the same position through an image sequence.

When transmitted data include the world coordinate of the light, we acquire the set
containing the world coordinate of a light and its projected image coordinate; however, the
quantity of transmitted data may not be enough. In such a case, the transmitted data can be
just an identification number (ID), and the list of identification numbers of lights and their
world coordinates should be stored, as shown in Table 9.2. If the number of acquired data
sets satisfies the condition of pose estimation, a camera pose can be computed. Note that the
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accuracy of an estimated camera pose depends on the accuracy of the measurements of
three-dimensional world coordinates. In the following subsection, we explain an efficient
method for computing the image coordinate of a blinking light.

9.6.4 Light extraction

To extract lights in images, one approach is to use a predefined brightness threshold such
that a pixel is judged as light if the measured brightness is more than the given threshold;
however, this approach does not work well, because brightness is substantially affected by
many elements, such as image sensors, environmental lights, the brightness of a light, and
the distance between the camera and light. To stably extract lights, light extraction using the
rules of blinking patterns was proposed in [17], and a flow chart is shown in Fig. 9.18
(please also refer to the figures in [17] for more illustrative details). Below, we explain each
step of the light extraction process.

9.6.4.1 Computation of a threshold
First, a threshold for converting the brightness value into binary is adaptively computed
at each pixel. Given an image sequence that includes N images, each pixel i has N
brightness values; maximum brightness Li andminimum brightness Si are selected. Then,
the new adjusted threshold at each pixel Ti is computed as

Table 9.2 IDs and world coordinates.

ID World coordinate

1 (X1, Y1, Z1)
2 (X2, Y2, Z2)
⋮ ⋮
N (XN, YN, ZN)

Computer

Camera

Lights

Total station

Figure 9.17 Pose estimation using lights.
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Ti ¼ Li � Si
2

þ Si:

9.6.4.2 Extraction of light candidates
After computing a binary sequence at each pixel using the threshold, one approach is to
use an error-checking scheme embedded in the transmitted data to check all pixels;
however, its computational cost may be huge; thus, decreasing the number of pixels
becomes important for error checking. Therefore, to avoid the huge computational cost,
light candidate pixels are extracted by checking whether a binary sequence follows the
rules of the blinking pattern.

In [17], the blinking pattern is designed such that 1 bit is represented by 4 samples, i.e.,
0011 is 0 and 1100 is 1. This means that 010 and 101 do not appear in the blinking pattern
of three samples. If a pixel includes such a pattern, it can be removed. By checking the
pattern of a binary sequence of several images, the number of pixels that do not capture
light is drastically reduced.

9.6.4.3 Error checking
After extracting the light candidate pixels, a binary sequence of all images is computed
for these pixels. Then a binary sequence is tested with an error-checking scheme
embedded in the transmitted data to increase the reliability of light extraction. Next,
the adjacent pixels that passed the error-checking phase and had the same binary

Image
sequence

Computation of
a threshold

Extraction of
light candidates

Error checking

Image coordinates
and transmitted data

Figure 9.18 Flow chart of light extraction in [17, 19].
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sequence are connected to make a light area. Finally, by computing the center of each
light area, the image coordinates of a light and the transmitted data are computed.

9.7 Applications of image sensor based communication

9.7.1 Traffic signal communication

In this subsection, we introduce a vehicle-to-infrastructure visible light communication
(V2I-VLC) system using an LED array transmitter, which is assumed to be an LED traffic
light, and an in-vehicle receiver equipped with a high-frame-rate (HFR) CMOS image
sensor camera or high-speed camera (HSC) [4].
During our experiments, we placed an LED array horizontally on the ground and

mounted the high-speed camera on the dashboard of the vehicle. The vehicle was driven
directly toward the LED array at 30 km/h, as shown in Fig. 9.19. The communication
distance in these field trials ranged from 110 to 30 m.
The transmitter consisted of 1024 LEDs arranged in a 32 × 32 square matrix. The LED

spacing was 15 mm, and its half value angle was 26 degrees. To compensate for the
vibrations of the car, we represented one data bit using four LEDs (a 2 × 2 LED array). Each
LED blinks at 500 Hz, whereas the PWM was processed at 4 kHz. We used R = 1/2 turbo
code for error correction and inverted LED patterns for tracking. Accordingly, the overall
data rate was 32 kbit/s (= 500 bit/s × 256 × 1/2 × 1/2). The input data were audio data and
were assumed to be transmitting safety information transmitted from LED traffic lights.
For the receiver, we used an in-vehicle HSC (i.e., a Photoron FASTCAM 1024PCI

100k) with a frame rate of 1000 fps and a resolution of 512 × 1024 pixels connected to a
personal computer (PC). The focal length of the lens was 35 mm. In general, the light
sensitivity of high-speed image sensors was set high to provide rapid exposure times,
which also means we could set a relatively small lens aperture. For example, the ISO
sensitivity of the HSC was set at 10 000, and the lens aperture was set to 11. In addition,
since autofocusing is difficult when a vehicle is moving, the focus was set to infinity.

LED array transmitting
32 kbits/s audio signal
and 2 kbits/s text data

High-speed camera

High-speed
camera

Figure 9.19 Experimental equipment.
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The header image-processing, the data image-processing, and the decoding tasks were
performed by the PC. We also recorded and displayed a gray scale video, obtained using
the HSC as a drive recorder, which simultaneously recorded the view in front of the
vehicle and the data transmitted from the LED array. We confirmed the robust detection
and tracking of the LED array with respect to camera vibration, along with a lack of error
in LED array detection and tracking. Next, we confirmed a clear audio signal (32 kbit/s)
reception for distances of up to 45 m with error-free performance.

We also conducted an experiment on the simultaneous transmission of text informa-
tion. In this case, the data rate was 2 kbit/s and error-free performance was achieved from
110–20 m, which is deemed to be a suitable range for intersection safety applications.

9.7.2 Position measurements for civil engineering

As introduced in Section 9.6 above, a camera pose can be computed in the framework of
single view geometry. If multiple cameras can be used, the three-dimensional position of
an object in the real world can be computed [20]. In this subsection, we introduce
triangulation with image sensor based VLC and its application to civil engineering [14].

9.7.2.1 Basis of triangulation
Triangulation is a method for three-dimensional position measurement of an object in the
real world with two known cameras. Because triangulation is closely related to camera
pose estimation, we first briefly revisit perspective projection introduced in Section 9.6.

A three-dimensional point in the world coordinate system is projected onto a two-
dimensional point in the image coordinate system. When three-dimensional point

~
Xw is

projected onto two cameras, this is mathematically described as

~x1 ∼ P1
~
Xw

~x2 � P2
~
Xw;

where Pi is a perspective projection matrix of each camera and ~xi is a homogeneous
image coordinate computed by projecting

~
Xw onto each image plane with Pi;

~x1 and
~x2

are considered to correspond between two images. Use of two known cameras means that
P1 and P2 are known. This is also graphically explained in Fig. 9.20. In triangulation, the
goal is to compute

~
Xw by finding ~x1 and

~x2.

9.7.2.2 Triangulation with image sensor based VLC
If we put a blinking light at

~
Xw, it is easy to find

~x1 and
~x2 with image sensor based VLC.

In each camera, the image coordinates of lights and the transmitted data are first
computed as introduced in Section 9.6 above. Then ~x1 and ~x2 can be acquired by
selecting the pixels that receive the same data in each camera.

9.7.2.3 Application to bridge shape monitoring
Image sensor based VLC works under different types of illumination from daybreak to
midnight, because a light can actively transmit data by blinking. This feature is very useful
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for bridge shape monitoring. In general, the shape of a bridge is deformed when the fabric
of the bridge is dilated and shrinks according to the ambient temperature. When a bridge is
built, such deformation should be monitored for the early detection of problems.
Figure 9.21 shows an overview of bridge shape monitoring using an image sensor

based VLC approach. On the bridge, two different types of lights are placed, i.e., points
for measuring the deformation and points for camera pose estimation. The latter points
are typically called reference points and should be placed at points where deformation
does not occur.
Then, the monitoring procedure is as follows. From the reference points, the poses of

camera 1 and camera 2 are first computed. Then, in each camera, the image coordinates of
the lights and the transmitted data are computed. By selecting the pixels that receive the
same data, the corresponding pixels of the light in the two images are computed. These
pixels are triangulated to compute the three-dimensional position of the light.

Camera coordinate system 1 Camera coordinate system 2

X1

Y1

O1

Z1

X2

Y2

x2x1

xw

O2

Z2

Figure 9.20 Two view geometry.

Six lights for 
reference points

Five lights whose position
is being measured

Bridge under construction

Total station

Camera 2Camera 1

Figure 9.21 Bridge shape measurement.
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9.8 Summary

In this chapter, we have covered visible light communication using image sensors, starting
with its fundamental principles, followed by application examples of massively parallel
communication, accurate sensor pose estimation, traffic signal communication, and posi-
tionmeasurement for civil engineering. An image sensor is able to spatially separate visible
light sources, receive and demodulate optical signals from visible light transmitters at pixel
positions where optical light is projected, and detect accurate arrival angles of incoming
light. By using the unique characteristics of the image sensors, the applications described in
this chapter are made possible. For example, the use of multiple pixels as receivers makes
it possible to achieve massively parallel communication; further, the capability of
very accurate arrival angle detection makes it possible to perform accurate sensor pose
estimation and position measurement for civil engineering; finally, the capability of image
processing makes it possible to achieve traffic signal communication.

Many of the examples described above are for special applications and are still
somewhat experimental. This is primarily due to the high cost of image sensor receivers
and the technical difficulty of high-speed data reception. Conventional image sensors are
unable to perform high-speed data reception; however, high-speed cameras could be used
if high data rates are required. These devices are currently prohibitively expensive and
not available for consumer use, but when useful VLC applications using image sensors
are developed – and if these applications are widely adopted – the cost will go down and
make these techniques easily available in consumer applications.
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